
Priority Programme 1962

Second Order Optimality Conditions for an
Optimal Control Problem Governed by a

Regularized Phase-Field Fracture Propagation
Model

Andreas Hehl, Ira Neitzel

Non-smooth and Complementarity-based
Distributed Parameter Systems:
Simulation and Hierarchical Optimization

Preprint Number SPP1962-157

received on March 20, 2021



Edited by
SPP1962 at Weierstrass Institute for Applied Analysis and Stochastics (WIAS)

Leibniz Institute in the Forschungsverbund Berlin e.V.
Mohrenstraße 39, 10117 Berlin, Germany

E-Mail: spp1962@wias-berlin.de

World Wide Web: http://spp1962.wias-berlin.de/

http://spp1962.wias-berlin.de/


Second order optimality conditions for an optimal control problem
governed by a regularized phase-field fracture propagation model

Andreas Hehl and Ira Neitzel

Institut für Numerische Simulation
Rheinische Friedrich-Wilhelms-Universität Bonn

Friedrich-Hirzebruch-Allee 7, 53115 Bonn (Germany)

Abstract. We prove second order optimality conditions for an optimal control
problem of tracking type for a time-discrete regularized phase-field fracture or dam-
age propagation model. The energy minimization problem describing the fracture
process contains a penalization term for violation of the irreversibility condition
in the fracture growth process, as well as a viscous regularization corresponding
to a time-step restriction in a temporal discretization of the problem. In the con-
trol problem, the energy minimization problem is replaced by its Euler-Lagrange
equations. While the energy minimization functional is convex due to the viscous
approximation, the associated Euler-Lagrange equations are of quasilinear type,
making the control problem nonconvex. We prove second order necessary as well
as second order sufficient optimality conditions without two-norm discrepancy.

1. Introduction

In this paper, we are interested in second order optimality conditions for an
optimal control problem for regularized fracture propagation. More precisely, we
consider an optimal control problem of tracking type of the following form: Find
a control q in an admissible control set Qad, with associated state pair u := (u; '),
that satis�es

min
q2Qad;u2V

J(q;u) :=
1

2
ku� udk

2
L2(
;R2) +

�

2
kqk2�(NLP;�)

subject to : A(u) +R('; ) = B(q):(EL;�)

The precise functional analytic setting along with a concrete mathematical
de�nition of the operators A, R, and B will be introduced in the next subsection.

Let us give a brief introduction to the model problem, which stems from a
bi-level optimization problem with an upper-level tracking type functional and a
lower-level variational fracture propagation problem. The latter is an energy min-
imization problem, which is eventually replaced by its Euler-Lagrange equations.
The lower-level fracture propagation problem behind this formulation was consid-
ered in [6, 7, 21]. An Ambrosio-Tortorelli regularization cf. [3] is used to avoid
the irregular fracture set. This means, that in addition to the displacement u, a
phase-�eld variable ' is introduced. The latter has values 0 � ' � 1 and describes
the condition of the material at every point in the domain, with ' = 1 where
the material is completely sound, and ' = 0 where the material is fully broken,
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2 A. HEHL, I. NEITZEL

guaranteeing a smooth transition between those two states. The control q acts as
a boundary force. We consider one time-step of a time-discrete but spatially con-
tinuous problem formulation. In the energy minimization problem describing the
fracture process, a viscous regularization corresponding to a time-step restriction
in a temporal discretization of the problem cf. [32, 40] is used, that guarantees
strict convexity of the lower-level minimization problem. Nevertheless, the Euler-
Lagrange equations are of quasilinear type, making the overall control problem
nonconvex. Moreover, a violation of the irreversibility condition in the fracture
growth process is penalized using the regularization from [37]. The corresponding
terms appear in the operator R in the di�erential equations, whereas the di�eren-
tial operator A stems from the actual fracture propagation process. We refer to e.g.
the introduction of [39] for a more detailed description of the mathematical model.

Our work complements the studies of this model problem that were conducted
in [26, 38{40]. Compared to previous works on optimal control of fractures cf.
[31,34] where paths of �xed length or prescribed fracture paths could be treated,
this variational fracture approach is more exible and also allows the treatment of
arbitrary fracture paths and branching cf. [32].

The control problem, without viscous regularization but with an additional
trivial kernel assumption, has been analyzed with respect to �rst order necessary
optimality conditions in [39]. In [40], convergence of regularized solutions (with
respect to the penalization parameter ) has been proven, along with estimates on
the constraint violations for �xed . In [26], this convergence result was extended
to the dual variables and it was shown, that in the limit, the functions satisfy an
optimality system of an MPCC. In the same publication, the sequential quadratic
programming (SQP) method was introduced for both the regularized and nonreg-
ularized problem, the involved sub-problems were investigated, and it was proven
that the limit point of the SQP method, in case of convergence, satis�es the �rst
order optimality system of the regularized original problem. A convergence result
of the FEM discretization of a linearized fracture control problem was shown in
[38].

Related results regarding analysis and numerics of optimization of fractures
include [28]. Shape optimization was used in [2]. We also want to mention [19,20],
where control of a viscous-damage model was considered in a continuous setting,
and [44] and [4], where the author investigated necessary conditions of an opti-
mal control problem of a two-�eld damage model, and strong stationarity of a
nonsmooth (viscous damage) coupled system, respectively.

The goal of the present paper is to establish second order necessary and su�-
cient optimality conditions for the model problem. Second order optimality con-
ditions are an area of active research in the optimal control community. To our
knowledge, the �rst partial di�erential equation (PDE) related publication for sec-
ond order su�cient (SSC) optimality conditions has been [22]. For an overview
about many aspects considered since then we refer to the work [13] and the refer-
ences therein. One of the central di�culties in in�nite dimensions is the two-norm
discrepancy see [30], i.e. if di�erentiability and coercivity of the second derivative
hold in di�erent spaces. This inuences many aspects that rely on SSC, such as
convergence of �nite element discretizations or convergence of solution algorithms,
to name two examples. Let us mention some further results, restricting ourselves
to mainly the elliptic setting. SSC for the semi-linear case with state-constraints
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have been established in [14]. In [8], for the same setting, SSC that are closest to
the associated necessary ones have been presented. SSC for a more abstract op-
timization in Banach spaces have been analyzed in [12]. For the quasilinear case,
SSC in the control-constrained case, can be found in [9,10]. At this point, we also
want to mention [17], where SSC of an optimal control problem that is governed
by a nonsmooth quasilinear PDE were investigated.

Finally, we also want to give a short overview about related results in the �eld
of MPCCs, since as mentioned above, the model problem converges to an MPCC
in the penalization limit. For MPCCs, SSC are a challenging task due to the lack
of smoothness in the control-to-state operator. A lot of the recent research thus
focused on regularization methods to establish di�erent (M, B, C, strong) stationary
concepts cf. [1,18]. In [25] a comparison of those concepts for the obstacle problem
has been made. The authors of [42, 43] tackled the lack of smoothness of the
control-to-state operator by investigating generalized derivatives of this operator
for the obstacle problem. SSC for the obstacle problem have recently been under
investigation in [16]. For a control problem governed by variational inequalities,
SSC could be established in [5] and [33]. In [36], the authors established SSC for
a regularization of an optimal control problem that is governed by an evolution
variational inequality. Finally, in a more general context, SSC of a nonsmooth
obstacle problems have been analyzed in [15].

We �nish this section with an outline of the present paper. In Section 2, we
provide all details and assumptions for the model problem along with an overview
about the notation used. Then, in Section 3, we collect and provide the necessary
existence and regularity results for (EL;�). The most important preliminary re-
sult is the Lipschitz continuity of the associated control-to-state operator G and its
derivatives G0 and G00 in Lemma 3.6, Lemma 3.8, and Lemma 3.9. After collect-
ing solvability results and �rst order necessary conditions for (NLP;�), our main
results, the second order necessary conditions of Theorem 4.4 and the second or-
der su�cient conditions of Theorem 4.6 in Section 4, follow from applying optimal
results for an abstract setting from [11]. In particular, we arrive at a result on
su�cient conditions without two-norm discrepancy, following from plain positivity
of the second derivative of the reduced functional in a critical point for directions
from a cone of critical directions. This means that the gap between necessary and
su�cient conditions is minimal, which is a result of the structure of our problem,
that ensures that for (NLP;�), positivity and coercivity of the second derivative
of the reduced functional are equivalent.

2. Problem Formulation, General Assumptions, and Notation

Let us now introduce the precise assumptions on the model problem along with
the general functional analytic setting of this paper. For convenience, we recall the
formulation.

Find a control q in a set of admissible controls Qad, subset of the control space
Q, with associated state pair u := (u; '), that satis�es

min
q2Qad;u2V

J(q;u) :=
1

2
ku� udk

2
L2(
;R2) +

�

2
kqk2L2(�)(NLP;�)

subject to : A(u) +R('; ) = B(q):(EL;�)
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Here, the domain 
 is a polygonal subset of R2 with boundary @
 = � _[�D,
i.e. the boundary of 
 is split into a Neumann part � where we apply the control
q, and a part �D denoting the remaining part of @
 with homogeneous Dirichlet
boundary conditions. As in [40, Section 2], we additionally assume throughout
that 
 is W 2;q-regular for the homogeneous Neumann-problem �"4' + 1

"
' = f ,

as well as Gr�oger regularity cf. [23] of 
 [ �.
The given function ud 2 L

2(
;R2) in (NLP;�) denotes a desired displacement,
and the Tikhonov parameter � is a �xed positive real number, the cost parameter.
The control space is Q = L2(�), and the set of admissible controls is de�ned by
simple box constraints as

Qad := fq 2 Q j qa � q � qb a.e. on �g;

for qa; qb 2 L
1(�) and qa < qb a.e. on �.

For a precise de�nition of (EL;�), let us �rst �x some general notation for
function spaces. For p > 2; q := p=2 > 1, we de�ne the spaces

Vu := H1
D(
;R2) := fv 2 H1(
;R2) j v = 0 on �Dg; V' := H1(
);

Wu :=W
1;p
D (
;R2); W' :=W 2;q(
);

V := Vu � V'; W :=Wu �W';

W� :=W�1;p(
;R2) \ �Lq(
); Q := L2(�):

For the choice of p and q and in N = 2 spatial dimensions, note that Wu ,! Vu
and W' ,! V' by the Sobolev/Kondrachov embedding theorem. Further W' ,!
L1, which we will frequently use without further mentioning. Further, choose
s 2 (0; 1=2) and assume that p and s are chosen such that H1+s �W 1;p.

We want to point out that the de�nition of the space Wu (thus also of W ) and

W� di�ers from [26], where Wu was de�ned as W
1;p
D (
;R2) \ H1+s(
;R2), and

W� was de�ned as (W�1;p(
;R2)\H�1+s(
;R2))�Lq(
). Here, we will only use
these improved regularities when looking at regularity of solutions of (EL;�) and
its linearization, and will speci�cally point out all instances in which we include
these spaces. We will denote the respective dual spaces with a superscript �, e.g.,
V �. Here and throughout, we understand all spaces to be de�ned on the domain

 unless otherwise stated and omit the dependence on 
 for readability.

We will further use the following notation for the scalar product/norm: (�; �)
denotes the usual L2 inner product with corresponding norm k � k, and (�; �)� cor-
responds to the inner product of the control space Q = L2(�). In addition, h�; �i
stands for a duality pairing where we omit the spaces wherever obvious from the
context.

The operators involved in (EL;�) are what we will call the nonlinear phase-
�eld operator A : V � W ! V �, the penalization operator R : V' ! V �' , and
the control-action operator on the Neumann boundary �, B : Q ! V �. For a
displacement/phase-�eld pair u := (u; ') 2W , they are de�ned by

hA(u);v)i : =
�
g(')Ce(u); e(vu)

�
+ �(r';rv')�

1

�
(1� '; v')(2.1)

+ �('� '�; v') + (1� �)('Ce(u) : e(u); v');
hR('; ); v'i : = ([('� '�)+]3; v');(2.2)

hB(q); (vu; v')i : = (q; vu)�;(2.3)
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for any v = (vu; v') 2 V , and given phase-�eld '� 2 W' with 0 � '� � 1.
In a temporal discrete multi-step model, '� would be the phase-�eld from the
previous time-step, and we would make this assumption on an initial phase-�eld
'0. Moreover, let the parameters �; ";  > 0; and � � 0 be given. We will refer
to  as penalization parameter, since the operator R stems from a penalization of
the violation of the irreversibility condition for the fracture growth, and to � as
(viscosity) regularization parameter, cf. the comments in the introduction. The
parameter " > 0 stems from the phase �eld modeling of the fracture growth problem
and will be considered �xed here. Finally, � appears in g(x) := (1� �)x2 + �, and
C denotes the (symmetric) rank-4 elasticity tensor cf. [41, Section 3]. For further
explanation of the forward problem we also refer to the exposition in [39].

For further use, we de�ne the operators appearing in the linearized equations.
Let du := (du; d') 2 V be a pair of displacement and phase-�eld functions. For
u 2W , we de�ne the operators A0(u) : V ! V � and R0('; ) : V' ! V �' by

hA0(u)du;vi :=
�
g(')Ce(du); e(vu)

�
+ 2(1� �)('Ce(u) : e(du); v')

+ (1� �)(d'Ce(u) : e(u); v') + �(rd';rv') +
1

�
(d'; v')(2.4)

+ �(d'; v') + 2(1� �)('Ce(u)d'; e(vu)) 8v 2 V;

hR0('; )d'; v'i := 3([('� '�)+]2d'; v') 8v 2 V;

(2.5)

as well as A00(u) : W �W !W� by

hA00(u)[du
1 ;d

u
2 ];vi

=2(1� �)(d
'
2Ce(u)d

'
1 ; e(v

u)) + 2(1� �)(d
'
2Ce(du1 )'; e(vu))

+ 2(1� �)(d
'
2Ce(u) : e(du1 ); v') + 2(1� �)('Ce(du2 )d

'
1 ; e(v

u))

+ 2(1� �)(d
'
1Ce(du2 ) : e(u); v') + 2(1� �)('Ce(du2 ) : e(du1 ); v') 8v 2 V;

(2.6)

and R00('; ) : W' �W' ! V �' by

hR00('; )[d
'
1 ; d

'
2 ]; v

'i =6([('� '�)+]d
'
1 d

'
2 ; v

') 8v 2 V:(2.7)

In the remainder of this paper, we will tacitly assume that � � 0 is large
enough such that all results below hold true. We collect this in the following
standing assumption:

Assumption 2.1 (Viscous approximation). Let � � 0 be chosen large enough
for all following calculations and results.

3. The Control-to-State Operator and the Objective Functional

We start with the analysis of (EL;�) and the objective functional J . We will
collect and extend known results for the PDE, and eventually introduce a well-
de�ned control-to-state mapping G : q 7! u due to the regularization e�ect of a
su�ciently large �. We can then introduce the reduced functional f : Q ! R and
establish di�erentiability and Lipschitz properties for G, f , and their �rst and
second order derivatives. The main results are the Lipschitz continuity of this
operator G and its derivatives G0 and G00 in Section 3.2, which allow to deduce
analogous properties for f .
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First, let us recall a result on unique solvability of (EL;�) and regularity results
for the solution, known from cf. [24,39,40]. While [39] had to deal with possible
nonuniqueness of solutions for the Euler-Lagrange equations, the presence of a
su�ciently large � � 0 as in [40] makes the energy minimization problem for the
fracture growth strictly convex, and guarantees existence of a unique solution of
(EL;�) for any given q 2 Q.

Lemma 3.1. Let Assumption 2.1 hold, and let 0 � '� 2 W'. Then for

every q 2 Q, (EL;�) has a unique weak solution u 2 W , such that ' 2 L1

and 0 � ' � 1. Additionally, u 2 H1+s � H1+s, and the following stability

properties are satis�ed

kuk1;p � ckqk�;(3.1)

k'k2;q � c(1 + kqk2� + k
1

"
+ "4'�kq) =: ~c;(3.2)

kuk1+s � ckqk�;(3.3)

for a ~c = c('�; q) <1. In particular, ~c can be chosen independently of  and

'.

Proof. We refer to Section 1 and 2 of [40] for the existence and regularity
results u 2 W \ (H1+s � L1). The norm estimates follow from estimate (2.2)
therein, as well as [40, Corollary 3.9] for arbitrary � � 0. More precisely, unique
solvability in W with 0 � ' � 1 as well as the norm estimate (3.1) is ensured by
[39, Corollary 4.2] for � = 0. The proof is not a�ected by allowing � > 0. The
norm estimate (3.2) was proven in [40, Corollary 3.9] for arbitrary � � 0 based on
[24, Corollary 2, Section 7]. Finally, the H1+s-regularity result along with estimate
(3.3) also follows from [24, Corollary 2, Section 7]. Again the proof is not a�ected
by allowing � � 0. �

With Lemma 3.1, it is now possible to introduce a control-to-state operator

G : Q!W; G(q) = u;(3.4)

associated with the nonlinear PDE (EL;�). Here, u solves (EL;�) for right-hand-
side q 2 Q. We obtain a usual reduced problem formulation

min
q2Qad

f(q) := J(q;G(q));(3.5)

where we implicitly use that W is embedded in L2(
;R2)� L2(
).
For what follows, we will discuss the linearized equations w.r.t. existence,

uniqueness, and su�cient regularity. Unique solvability in V was stated in [26,
Section 2.2, Proposition 2.1] and proven for similar equations in [39] without viscous
approximation, but additional trivial kernel assumption kerA0 = f0g. There, due
to the lack of the viscous approximation term �(d'; v'), only a Fredholm property
of A0 was proven, that in combination with the trivial kernel assumption ensured
coercivity. Replacing this by Assumption 2.1, we extend Lemma 5.1 and 5.2 in [39]
to obtain existence of unique solutions �rst in V then inW in the setting � > 0, and
eventually utilize the ideas from the nonlinear setting in [24] to guarantee regularity
of solutions in the space (Wu \H

1+s)�W'. The latter improved regularity result
is not needed for our analysis of SSC, but interesting for future research. We state
and repeat important technical steps of the proofs for convenience of the reader. To
motivate this, note that for instance a direct adaptation of the proof of [39, Lemma
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5.1] to obtain coercivity of the underlying bilinear form to the case � > 0 would
lead to

hA0(u)du;dui � ckuk2Vu + k'k2V' � ck'k2s;2 + �k'k2;

where the negative term cannot be absorbed directly into the L2-regularization
term. Therefore, some further technical estimates as in e.g. [32] have to be used
to prove coercivity in V .

Lemma 3.2. Let Assumption 2.1 hold and u 2 W be given. Then, for

every f := (fu; f') 2 V �, there exists a unique solution du 2 V to

hA0(u)du;vi+ hR0('; )d'; v'i = hf ;vi 8v 2 V;(3.6)

and it holds

kduk1;2 + kd'k1;2 � ccoerkfkV � :

If a forteriori f 2W� ,! V �, then additionally du 2W , and it holds

kduk1;p + kd'k2;q � c(u; '
�; �)kfkW� :(3.7)

Further, the constant on the right-hand-side of (3.7) depends on positive inte-

ger powers of the norm kukW . If additionally u 2 H1+s�H1+s and fu 2 H�1+s,

then additionally du 2 H1+s.

Proof. (1) Let us start with unique solvability of (3.6) in V . In compari-
son to [39, Lemma 5.1], the only di�erence is that due to Assumption 2.1,
the bilinear form induced by hA0(u)�; �i is coercive. Similar to [39], the cru-
cial part is to look at the only possibly nonpositive terms in hA0(u)du;dui,
and show that they can be absorbed into the viscous regularization term.
Recalling the de�nition of the operator in (2.4), we estimate

4(1� �)('Ce(u); d'e(du)) � � 4(1� �)k'k1kuk1;p

� 1

�1
kd'k2r + �1kd

uk21;2

�
;

(3.8)

which follows from H�older's and Young's inequality for a �1 > 0, since the
standard Sobolev embedding guarantees d' 2 H1 ,! Lr, for an r such
that 1

r
+ 1

p
= 1

2 , i.e. r 2 (2;1). Since r > 2, the Gagliardo-Nirenberg

inequality and Young's inequality ensure

kd'k2r � ~c2


�
krd'k

r�2

r

2 k k
2

r

2

�2
� c
�2krd

'k22 + c
C(�2)kd
'k22;

with a �2 > 0 and exponents r
r�2 and r

2 . Inserting this in (3.8) we �nd

4(1� �)('Ce(u); d'e(du)) � � c�;
kuk
2
W

�
�1kd

uk21;2 +
�2
�1
krd'k22 + C(�1; �2)kd

'k22

�
;

for a constant C(�1; �2) > 0. The remaining terms in hA0(u)du;dui are
handled analogously to [39, Lemma 5.1]. With ckorn > 0 being the con-
stant from Korn's inequality of the second kind for zero boundary func-
tions, we end up at

hA0(u)du;dui �
�
�ckorn � �1 c�kuk

2
W

�
kduk21;2 +

�
"� c�;
kuk

2
W

�2
�1

�
krd'k22

+
�
C(") + � � c�;
kuk

2
WC(�1; �2)

�
kd'k22:(3.9)
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Choosing �1 small enough such that �ckorn��1 c�kuk
2
W > 0; then choosing

�2 small enough such that "�c�;
kuk
2
W

�2
�1
> 0, we can then choose � large

enough to bound the right-hand-side of (3.9) from below by ccoer(kd
uk21;2+

kd'k21;2) for a coercivity constant ccoer > 0. Thus, by the Lax-Milgram
lemma, there exists a unique solution du := (du; d') 2 V of (3.6) with

kduk1;2 + kd'k1;2 � ccoerkfkV � :(3.10)

(2) To show the improved regularity result in W , we follow [24,39] and test
(3.6) �rst with (0; v') 2 V , to obtain

"(rd';rv') +
1 + "�

"
(d'; v') = � (1� �)(d'Ce(u) : e(u); v')

� 2(1� �)('Ce(u) : e(du); v')(3.11)

� 3([('� '�)+]2d'; v') + (f'; v') =: (~g; v');

and secondly with (vu; 0) 2 V , to obtain

(g(')Ce(du); e(vu)) = �2(1� �)('Ce(u)d'; e(vu)) + (fu; vu):(3.12)

Note that the term corresponding to the viscous regularization ap-
pears on the left-hand-side of (3.11). The right-hand-sides of both equal-
ities can be treated as in [39, Lemma 5.2]. We only need to adapt the
proof of [39, Lemma 5.2] to the presence of data f 2 V � to eventually
obtain

k~gkLr0 � 2 c� ccoerkfkV �kuk2W + c(kukW + k'�k1)ccoerkfkV � + ckfkV �

� c�;;�max
�
kukW ; kuk

2
W ; k'

�k1

�
kfkV � ;(3.13)

where r0 2 (1; 2); 1 = 1
r
+ 1

r0
. A standard elliptic regularity result, cf.

[45, Theorem 4.7 and Chapter 7.2.1], applied to (3.11) yields d' 2 H1 \
L1, and for c1(u; '

�; �) subsuming the constants of the right-hand-side
of (3.13), the following estimate holds

kd'k1 � c1(u; '
�; �)kfkV � :(3.14)

Using this, we �nd

k'Ce(u)d'kp � ck'k1kuk1;pkd
'k1 �kuk2W c1(u; '

�; �) kfkV �(3.15)

� c2(u; '
�; �) kfkW� :

Combining this with (3.12), using fu 2 W�1;p and [27, Proposition
1.1], we �nd du 2W 1;p and

kduk1;p � c2(u; '
�; �)kfkW� :(3.16)

Using the additional regularity f' 2 Lq and improved regularity results
d' 2 L1 and du 2 W 1;p from (3.14) and (3.16), setting r0 = q = p

2 in
(3.13), the right-hand-side of (3.11) is in fact in Lq. Instead of (3.13), we
obtain

k~gkq � c1(u; '
�; �)kfkW�kuk2W + c(kukW + k'�k1)c1(u; '

�; �)kfkW� + ckfkW� :

(3.17)
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Due to theW 2;q regularity of 
, by the same argument as in [24, Corollary
2, Section 7], we �nd d' 2W 2;q, and the following estimate holds

kd'k2;q � c3(u; '
�; �)kfkW� ;(3.18)

where c3(u; '
�; �) subsumes the constant in (3.17). The dependence of

the constant in (3.7) on u is a direct consequence of (3.13), (3.15), and
(3.17).

(3) Finally we prove du 2 H1+s, exploiting the additional assumption (u; ') 2
H1+s �H1+s and again the same idea as for (EL;�) from the nonlinear
setting of [24, Corollary 2, Section 7]. It is important to recognize that
in (3.12), we have to ensure that g(') is a multiplier in the sense of
[24] on Hs. By [24, Lemma 1, Section 5] it su�ces that g(') 2 C�

for � = 1 + s � 2
p
, which itself follows from ' 2 C�. This holds true

from the standard Sobolev embedding and our assumption on '. The
right-hand-side of (3.12) is an element of H�1+s, since fu 2 H�1+s by
assumption and 'C(u)d' 2 Hs, since '; d' 2 L1 and u 2 H1+s. Now
from [24, Theorem 1, Section 2], we get that in fact du 2 H1+s.

�

3.1. Differentiability results. Di�erentiability of G has been used in earlier
publications, and follows from standard techniques. Since this property is used for
the Lipschitz results in Subsection 3.2, we present some steps of the proof.

Proposition 3.3. Let Assumption 2.1 hold. The control-to-state operator

G : Q ! W is twice continuously Fr�echet di�erentiable. For the �rst order

derivative, we obtain G0(q)dq = du, where du 2W is the weak solution to

hA0(u)du;vi+ hR0('; )d'; v'i = (dq; vu)� 8v 2 V;(3.19)

with G(q) = u. For the second order derivative, we �nd G00(q)[d
q
1; d

q
2] = ~du,

where ~du 2W is the unique weak solution to

hA0(u)~du;vi+ hR0('; ) ~d'; v'i = � hA00(u)[du
1 ;d

u
2 ];vi

� hR00('; )[d
'
1 ; d

'
2 ]; v

'i 8v 2 V;(3.20)

where again G(q) = u, as well as G0(q)d
q
j = du

j , j = 1; 2.

Proof. The claim follows by standard techniques utilizing the implicit function
theorem cf. [46, Theorem 4.B] applied to F : Q�W 7!W�,

hF (q;u);vi := hA(u);vi+ hR('; ); v'i � hB(q);vi 8v 2 V:(3.21)

Note that Lemma 3.1 already ensures for every q 2 Q the existence of a unique u 2
W , such that F (q;u) = 0. The mapping F , and thus G, eventually, is continuously
Fr�echet di�erentiable from Q�W into W�, with

hF 0(q;u)(dq;du);vi = hA0(u)du;vi+ hR0('; )d'; v'i � hB0(q)dq;vi 8v 2 V:

(3.22)

The only interesting part of the proof is the di�erentiability of A from W into W�.
A straight forward calculation veri�es

hA(u+ du);vi = hA(u);vi+ hA0(u)du;vi+ hremA(u;d
u);vi;
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with A0 as in (2.4) and remainder

hremA(u;d
u);vi = 2(1� �)('d'Ce(du); e(vu)) + (1� �)((d')2Ce(u); e(vu))

+ (1� �)((d')2Ce(du); e(vu)) + (1� �)('Ce(du) : e(du); v')
+ 2(1� �)(d'Ce(du) : e(u); v') + (1� �)(d'Ce(du) : e(du); v'):

To show that remA is of order o(kdukW ), we calculate exemplarily

k'd'Ce(du)k0;p � ck'k1kd
'k1kd

uk1;p � ck'k2;qkd
'k2;qkd

uuk1;p � ckduk2W kukW ;

as in the proof of Lemma 3.2, cf. (3.15). The remaining terms in remA(u;d
u) can

be bounded analogously, overall it holds

kremA(u;d
u)kW�=kdukW ! 0 for kdukW ! 0:

A0 is also continuous as a mapping u 7! A0(u) from W into L(W;W�), since

kA0(u)� A0(�u)kL(W;W�) � 8c� max(kukW ; k�ukW )ku� �ukW :(3.23)

We skip the calcuations, since the steps are very similar to the proof of the Lipschitz-
continuity results in Lemma 3.9, which we carry out in detail.

Now, note that

Fu(q;u)d
u = A0(u)du +R0('; )d';

and for (fu; f') = (B(dq); 0) we see that Fu(q;u)d
u = dq is equivalent to (3.6).

Thus by Lemma 3.2, Fu(q;u) is invertible in W . Alltogether, this proves that the
control-to-state operator G is continuously Fr�echet di�erentiable from Q into W in
every q 2 Q with derivative du = G0(q)dq given by (3.19).

Second order continuous Fr�echet di�erentiability of G follows from the contin-
uous di�erentiability of the operator ~F (q;u) := F 0(q;u)(d

q
1;d

u
1 ) from W into W�.

This technical result can be shown analogously to �rst order di�erentiability. �

Let us clarify some properties of solutions of (3.20), the PDE corresponding to

G00(q)[d
q
1; d

q
2] = ~du.

Corollary 3.4. Let Assumption 2.1 hold and j = 1; 2. Then for every

q; d
q
j 2 Q, with associated G(q) = u 2 W , G0(q)d

q
j = du

j 2 W , (3.20) has a

unique weak solution ~du 2 W , and there exists a constant c = c(q) > 0 such

that

k ~duk1;p + k ~d'k2;q � ckd
q
1k�kd

q
2k�:(3.24)

Proof. This follows from Lemma 3.2, by estimating the right-hand-side of (3.20)
in W� termwise, recalling the de�nitions of A00 and R00 from (2.6) and (2.7). Using
H�older's inequality with 1

q
= 1

p
+ 1

p
, recalling that p > 2 and q = p

2 ,

kd
'
2Ce(u)d

'
1 kp �kd

'
2 k1kuk1;pkd

'
1 k1 � c(q)kd

q
1k�kd

q
2k�;

kd
'
2Ce(u) : e(du1 )kq �kd

'
2 k1kuk1;pkd

u
1k1;p � c(q)kd

q
1k�kd

q
2k�;

k('� '�)+d
'
1 d

'
2 kq � c(q)kd

'
1 k1kd

'
2 k1 � c(q)kd

q
1k�kd

q
2k�;

where in the �nal inequalities we used the norm-estimates from Lemma 3.1 and
Lemma 3.2. The remaining terms are calculated analogously. �

In order to prove �rst and second order optimality conditions, we collect some
rather straightforward results on the reduced objective functional f .
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Corollary 3.5. Let Assumption 2.1 hold, and q; d
q
j 2 Q, j = 1; 2. The

reduced functional f is twice continuously Fr�echet di�erentiable from Q into

R, with

f 0(q)dq =(u� ud; d
u) + �(q; dq)�;(3.25)

where u = G(q) and du = G0(q)dq, and

f 00(q)[d
q
1; d

q
2] = (du2 ; d

u
1 ) + (u� ud; ~d

u) + �(d
q
2; d

q
1)�;(3.26)

where u = G(q), du
j = G0(q)d

q
j , j = 1; 2, and ~du = G00(q)[d

q
1; d

q
2].

Proof. This immediately follows from Proposition 3.3 and the chain rule. �

3.2. Lipschitz Continuity Results. Next, we establish Lipschitz continuity of
the operators G;G0, and G00, and subsequently also of the functionals f; f 0, and f 00.
These technical results are the most crucial part on our way to establishing second
order su�cient optimality conditions.

Lemma 3.6. Let q 2 Q be given, then for all � > 0 there exists a constant

c = c(q; �) > 0 such that for h 2 Q, with khk� � �, it holds

kuh � uk1;p + k'h � 'k2;q � ckhk�;(3.27)

where uh = G(q + h) and u = G(q).

Remark 3.7. Note that the boundedness of Qad yields a global Lipschitz
continuity result for all q 2 Qad.

Proof. Let q; h be as stated. By Proposition 3.3, the control-to-state operator
G is continuously Fr�echet di�erentiable from Q intoW . Hence in combination with
the mean value inequality cf. [35, Section 7.3, Proposition 2], for a t 2 [0; 1] we can
estimate

kuh � ukW = kG(q + h)�G(q)kW � ckG0(q + th)kL(Q;W )khk�

� c sup
kdqk�=1

kG0(q + th)dqkW khk�:

For any t 2 [0; 1], set W 3 du
th := G0(q + th)dq. Utilizing Lemma 3.1 yields

kuthk1;p + k'thk2;q = kuthkW � ~c(q; �);(3.28)

for a constant ~c(q; �) > 0 independent of t and h since kthk� � khk� � � for all
t 2 [0; 1]. Setting f = (B(dq); 0) 2W�, Lemma 3.2 yields the estimate:

kduthk1;p + kd
'
thk2;q = kdu

thkW � c(q; �)kdqk�(3.29)

with a constant c(q; �) > 0. Collecting all estimates yields the assertion. �

Lemma 3.8. Let q; dq 2 Q be given, then for all � > 0 there exists a

constant c = c(q; �) > 0 such that for all h 2 Q, with khk� � �, it holds

kduh � duk1;p + kd
'
h � d'k2;q � ckhk�kd

qk�;(3.30)

where du
h = G0(q + h)dq and du = G0(q)dq.



12 A. HEHL, I. NEITZEL

Proof. Let q; h; dq 2 Q be as stated. Due to the second order Fr�echet di�eren-
tiability of G from Proposition 3.3, estimating as in the proof of Lemma 3.6, yields
for a t 2 [0; 1],

kdu
h � dukW = kG0(q + h)dq �G0(q)dqkW � ckG00(q + th)dqkL(Q;W )khk�

� c sup
kdq

2
k�=1

kG00(q + th)[dq; d
q
2]kW khk�:(3.31)

Again, for any t 2 [0; 1], setW 3 ~du
th := G00(q+th)[dq; d

q
2] and utilizing Corollary 3.4

yields

k~du
thkW � c(q; �)kd

q
2k�kd

qk�:

The assertion is obtained after collecting all estimates. �

Lemma 3.9. Let q; d
q
j 2 Q, j = 1; 2, be given, then for all � > 0 there

exists a constant c = c(q; �) > 0 such that for all h 2 Q, with khk� � �, it holds

k ~duh � ~duk1;p + k ~d
'
h �

~d'k2;q � ckhk�kd
q
1k�kd

q
2k�;(3.32)

where ~du
h = G00(q + h)[d

q
1; d

q
2] and ~du = G00(q)[d

q
1; d

q
2].

Proof. Let ~du
h and ~du be as stated. By linearity of (3.20), it holds

A0(u)(~du
h � ~du) +R0('; )( ~d

'
h �

~d') = �
�
A0(uh)� A0(u)

�
~du
h

�
�
R0('h; )�R0('; )

�
~d
'
h

�
�
A00(uh)[d

u
1;h;d

u
2;h]� A00(u)[du

1 ;d
u
2 ]
�

�
�
R00('h; )[d

'
1;h; d

'
2;h]�R00('; )[d

'
1 ; d

'
2 ]
�

(3.33)

where G(q + h) = uh, G(q) = u, as well as G0(q + h)d
q
j = du

j;h and G0(q)d
q
j = du

j .
Again, we want to utilize the norm estimate from Lemma 3.2, thus we estimate

the right-hand-side of (3.33) in W�. Let us start with the di�erence of the A0

terms, in particular, for all test functions v 2 V we obtain

h(A0(uh)� A0(u))~du
h;vi =

�
(g('h)� g('))Ce( ~duh); e(vu)

�

+ 2(1� �)(('hCe(uh)� 'Ce(u)) : e( ~duh); v')

+ (1� �)((Ce(uh) : e(uh)� Ce(u) : e(u)) ~d'h ; v
')

+ 2(1� �)(('hCe(uh)� 'Ce(u)) ~d'h ; e(v
u)):(3.34)

For the last term of the right-hand-side, we exploit Lemma 3.6 for k'h � 'k1
and kuh � uk1;p, Lemma 3.1 for kuhk1;p and k'k1, and Corollary 3.4 for k ~d

'
hk, to

obtain

k('hCe(uh)� 'Ce(u)) ~d'hkp � ck'h � 'k1kuhk1;pk ~d
'
hk1 + ck'k1kuh � uk1;pk ~d

'
hk1

� c(q; �)khk�kd
q
1k�kd

q
2k�:

The remaining terms on the right-hand-side of (3.34) can be bounded in the same
way, overall we obtain

kA0(uh)� A0(u))~du
hkW� � c(q; �)khk�kd

q
1k�kd

q
2k�:
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For the di�erence in R0, exploiting continuity of [(�)+]2, and using Lemma 3.6 and
Corollary 3.4, we estimate

k(R0('h; )�R0('; )) ~d
'
hkq � ck'h � 'k1k ~d

'
hk1 � c(q; �)khk�kd

q
1k�kd

q
2k�:

Next, we look at the di�erence in the A00 terms, i.e. at

�(A00(uh)[d
u
1;h;d

u
2;h]� A00(u)[du

1 ;d
u
2 ]) = � (A00(uh)� A00(u))[du

1;h;d
u
2;h]

� A00(u)[du
1;h � du

1 ;d
u
2;h]

� A00(u)[du
1 ;d

u
2;h � du

2 ]:(3.35)

Recalling the de�nition of the operator A00 from (2.6), we see that in every of
the six terms of A00, each of the involved functions u;du

1 ;d
u
2 occur linearly. Thus,

for all test functions v 2 V , for the �rst term of the right-hand-side of (3.35) it
holds

�h(A00(uh)� A00(u))[du
1;h;d

u
2;h];vi = � 2(1� �)(d

'
2;hCe(uh � u)d

'
1;h; e(v

u))

� 2(1� �)(d
'
2;hCe(d

u
1;h)('h � '); e(vu))

� 2(1� �)(d
'
2;hCe(uh � u) : e(du1;h); v

')

� 2(1� �)(('h � ')Ce(du2;h)d
'
1;h; e(v

u))

� 2(1� �)(d
'
1;hCe(d

u
2;h) : e(uh � u); v')

� 2(1� �)(('h � ')Ce(du2;h) : e(du1;h); v'):(3.36)

Let us estimate the last term of the right-hand-side of (3.36), using H�older's in-
equality with 1

q
= 1

p
+ 1

p
. Then, we utilize Lemma 3.6 for k'h�'k1, and Lemma 3.2

for kdu1;hk1;p and kd
u
2;hk1;p, to obtain

k('h � ')Ce(du2;h) : e(du1;h)kq �k'h � 'k1kd
u
2;hk1;pkd

u
1;hk1;p

� c(q; �)khk�kd
q
2k�kd

q
1k�:

Analogously, we bound the remaining terms, and subsequently estimate (3.35)
by

k � A00(uh)[d
u
1;h;d

u
2;h] + A00(u)[du

1 ;d
u
2 ]kW� � c(q; �)khk�kd

q
1k�kd

q
2k�:

Due to the continuity of the Nemytskii operator [(�)+], an easy calculation
shows

k �R00('h; )[d
'
1;h; d

'
2;h] + hR00('; )[d

'
1 ; d

'
2 ]kq � c(q; �)khk�kd

q
1k�kd

q
2k�:

Combining all estimates, the right-hand-side of (3.33) can be bounded in the
W�-norm by c(q; �)kd

q
1k�kd

q
2k�khk�, the claim now follows from Lemma 3.2.

�

Lipschitz continuity results for the reduced objective functional and its deriva-
tives are now easily obtained.

Lemma 3.10. Let q; d
q
j 2 Q, j = 1; 2, be given, then for every � > 0, there

exists a constant cL = c(�) > 0 such that for all h 2 Q it holds

jf(q + h)� f(q)j � cLkhk�;(3.37)

jf 0(q + h)d
q
1 � f 0(q)d

q
1j � cLkhk�kd

q
1k�;(3.38)

jf 00(q + h)[d
q
1; d

q
2]� f 00(q)[d

q
1; d

q
2]j � cLkhk�kd

q
1k�kd

q
2k�;(3.39)
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provided that max(kqk�; khk�) � �.

Proof. For q; h; dqj , j = 1; 2 as stated, we will denote G(q+ h) = uh, G(q) = u,

G0(q+h)d
q
j = du

j;h, G
0(q)d

q
j = du

j , G
00(q+h)[d

q
1; d

q
2] = ~du

h and �nally G00(q)[d
q
1; d

q
2] =

~du. All three results follow from the de�nition of f from (3.5) and the representa-
tion of f 0 and f 00 from Lemma 3.5, combined with the norm- and Lipschitz-estimates
for G;G0, and G00. For the reduced functional, a quick standard calculation yields

jf(q + h)�f(q)j =
1

2

���(uh � u; uh) + (uh � u; u)� 2(uh � u; ud) + 2�(q; h)� + �(h; h)�

���
� c

�
kuh � uk1;pkuhk1;p + kuh � uk1;pkuk1;p + kuh � uk1;pkudk

+ kqk�khk� + khk�khk�

�

� 5c(q; �)khk�;

where in the last inequality we used Lemma 3.6 to estimate kuh�uk1;p, Lemma 3.1
for kuhk1;p and kuk1;p, and the boundedness of ud in L

2.
For the �rst derivative, we estimate similarly

j(f 0(q + h)� f 0(q))d
q
1j =

���(uh � u; du1;h) + (u; du1;h � du1 )� (ud; d
u
1;h � du1 ) + �(h; d

q
1)�

���
� c

�
kuh � uk1;pkd

u
1;hk1;p + kuk1;pkd

u
1;h � du1k1;p

+ kudkkd
u
1;h � du1k1;p + khk�kd

q
1k�

�

� 4c(q; �)khk�kd
q
1k�;

also using Lemma 3.8 and Lemma 3.2.
Finally, for the second derivative, it holds

jf 00(q + h)[d
q
1; d

q
2]� f 00(q)[d

q
1; d

q
2]j =

���(du1;h � du1 ; d
u
2;h) + (du1 ; d

u
2;h � du2 )

+ (uh � u; ~duh) + (u; ~duh � ~du)� (ud; ~d
u
h � ~du)

���
� c

�
kdu1;h � du1k1;pkd

u
2;hk1;p + kdu1k1;pkd

u
2;h � du2k1;p

+ kuh � uk1;pk ~d
u
hk1;p + kuk1;pk ~d

u
h � ~duk1;p

+ kudkk ~d
u
h � ~duk1;p

�

� 5c(q; �)khk�kd
q
1k�kd

q
2k�:

Here, we additionally used Lemma 3.9. �

3.3. The Adjoint Equation. To conclude our preliminary results, we collect
results for the adjoint equation for later use. Recalling that C is the rank-4 elasticity
tensor Ce(v) : e(z) = Ce(z) : e(v) and hence symmetric for all v; z 2 Vu, c.f.
[41, Lemma 3.1], it is clear that the operators A0 and R0 are in fact self-adjoint.
Then, Lemma 3.2 guarantees that under Assumption 2.1, for every u 2 W and
fadj = (fuadj; f

'
adj) 2W

�, there exists a unique solution z = (zu; z') 2W to

h(A0(u))�z;vi+ h(R0('; ))�z'; v'i = hfadj;vi 8v 2 V;(3.40)

and

kzuk1;p + kz'k2;q � c(u; '�; �)kfadjkW� :(3.41)
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Further, the �rst derivative f 0, see (3.25), can equivalently be expressed by

f 0(q)dq = (B�z+ �q; dq)�;(3.42)

where z = (zu; z') 2W is the unique weak solution to

(A0(u)�z) +R0('; )�z' = u� ud:(3.43)

This equivalence of (3.25) and (3.42) in combination with (3.43) follows from usual
calculations for adjoint operators, cf. e.g. to the �rst order optimality conditions
obtained in [39] for the case � = 0. Likewise, by standard calculations, we obtain
an expression of the second derivative f 00 from (3.26) with the help of the adjoint
state, resulting in

f 00(q)[d
q
1; d

q
2] = (du2 ; d

u
1 ) + �(d

q
2; d

q
1)� � hA00(u)[du

1 ;d
u
2 ]; zi � hR00('; )[d

'
1 ; d

'
2 ]; z

'i;

where G(q) = u 2 W , G0(q)d
q
j = du

j 2 W , j = 1; 2, and z 2 W is the solution to

(3.43).
For completeness we will quickly establish an auxiliary result for the adjoint

equations here.

Corollary 3.11. Let q 2 Q and fh; f 2 W
� be given, then for every � > 0,

there exists a constant c = c(q; �) > 0, such that for all h 2 Q, with khk� � �,
it holds

kzuh � zuk1;p + kz
'
h � z'k2;q � c kfh � fkW� + ckhk�kfhkW�;(3.44)

where zh 2 W is the solution to (3.40) for W 3 uh = G(q + h) and fadj = fh,
and z 2 W is the solution to (3.40) for W 3 u = G(q) and fadj = f 2 W�,

respectively.

Proof. The di�erence zh � z ful�lls

(A0(u))�(zh � z) + (R0('; ))�(z
'
h � z') = fh � f � (A0(uh)� A0(u))�zh

� (R0('h; )�R0('; ))�z
'
h :(3.45)

Then, the claim follows from (3.41) combined with Lemma 3.8. �

Note that Corollary 3.11 combined with Lemma 3.6 easily provides a Lipschitz
result for the adjoint equations with f = G(q) and fh = G(q+h) in the right-hand-
side.

4. Second Order Optimality Conditions for the Optimal Control Problem

After having completed the analysis of the lower-level problem (EL;�) we are
now in the position to return to the optimal control problem (NLP;�). First, let
us state an existence result for global solutions to (NLP;�).

Proposition 4.1. There exists at least one global minimizer �q 2 Qad with

associated state �u = (�u; �') 2W to (NLP;�).

Proof. In [39, Theorem 4.3], the proof has been carried out for a setting similar
to ours, yet without inequality constraints. However, the admissible set Qad is a
simple, closed and convex subset of L2, hence the standard existence proof from
e.g. [45, Theorem 2.14] or [29, Theorem 1.45] can be applied, utilizing Lemma 3.1
for a boundedness result of the sequence (uk; 'k), associated with a minimizing
sequence (qk) � Qad in W 1;p �H1. �
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Due to nonconvexity of (NLP;�) we characterize local minimizers.

Definition 4.2. We say that a control �q 2 Qad is a local minimizer of (NLP;�)
if there exists an L2-neighborhood B(�q) of �q such that there holds

f(�q) � f(q) 8 q 2 B(�q) \Qad:(4.1)

Such a solution �q 2 Qad with associated state �u = G(�q) 2 W satis�es �rst
order necessary optimality conditions, which we briey state below.

Lemma 4.3. If �q 2 Qad is a local minimizer with associated state �u 2W ,

then there exists an adjoint state �z = (�zu; �z') 2W such that

A(�u) +R( �'; ) =B�q 2 V �;(EL;�)

(A0(�u))��z+R0( �'; )�z' = �u� ud 2 V
�;(AE;�)

(B��z+ ��q; q � �q)� � 0 8 q 2 Qad:(VE;�)

Proof. This is a straight forward extension of the necessary optimality condi-
tions from [39,40] for settings without control constraints to the control-constrained
setting. Since Qad is convex a local minimizer �q satis�es the variational inequality

f 0(�q)(q � �q) � 0 8 q 2 Qad:(4.2)

Using (3.42) for dq = q � �q results in the stated optimality system. �

Now we can prove our main results, the second order optimality conditions,
by applying an abstract result from [11]. We start by de�ning the cone of critical
directions.

C(�q)fdq 2 Q : dq(x)

8><
>:

� 0 if �q(x) = qa(x);

� 0 if �q(x) = qb(x);

= 0 if f 0(�q)(x)dq(x)) 6= 0:

g:

The following second order necessary result for (NLP;�) then holds.

Theorem 4.4. Let �q 2 Qad be a locally optimal control to (NLP;�). Then,

it holds

f 00(�q)[dq; dq] � 0 8dq 2 C(�q);(4.3)

Proof. We check that the assumptions of [11, Theorem 2.3] are valid. From
Corollary 3.5, Lemma 3.2, and Corollary 3.4, we obtain boundedness of f 0 and f 00.
In particular there exists M1;M2 > 0 such that

jf 0(q)d
q
1j �M1kd

q
1k� and jf 00(q)[d

q
1; d

q
2]j �M2kd

q
1k�kd

q
2k�;

for all d
q
1; d

q
2 2 Q. Moreover by Lemma 3.10, f 0 and f 00 are locally Lipschitz

continuous in Q for all d
q
1; d

q
2 2 Q and q 2 Qad\BQ(�q), where BQ(�q) is a Q = L2(�)

- neighborhood of �q. Next, we point out that the tracking type objective functional
results in a Legendre form Q : dq 7! f 00(�q)(dq)2 from L2(�) ! R. Choosing U2 =
U1 = Q and K = Qad, all conditions of Assumption (A2) in [11] are satis�ed.
Furthermore, for the choice of the cone of critical directions C(�q), we refer to
Remark 2.4 of the same paper. Hence all prerequisites of [11, Theorem 2.3] are
satis�ed, now applying the theorem yields the assertion. �
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The result on second order su�cient optimality conditions for (NLP;�), which
does not involve a two-norm discrepancy, follows directly from [11, Theorem 2.5].
We will assume the following second order su�cient condition.

Assumption 4.5 (SSC). Let �q 2 Qad, together with the associated state
and adjoint state �u; �z 2 W , ful�ll the �rst order necessary conditions given in
Lemma 4.3. We assume

f 00(�q)[dq; dq] > 0 8 dq 2 C(�q) n f0g:(4.4)

Theorem 4.6. Let �q 2 Qad, with associated state �u and adjoint state �z,
satisfy Assumption 4.5. Then, there exist constants � � 0 and � � 0 such that

the quadratic growth condition

f(q) � f(�q) + �kq � �qk2�

holds for every q 2 Qad with kq � �qk� � �. In particular, this means that �q is

a locally optimal control in the sense of L2.

Proof. We can directly apply [11, Theorem 2.5], since the control �q satis�es
the variational inequality (4.2) and Assumption (A2) of [11] is satis�ed, as already
shown in Theorem 4.4. �

Remark 4.7. Comparing the conditions (4.3) and (4.4), we see that the gap
between the necessary and su�cient second order conditions is minimal. This
stems from the structure of our main problem (NLP;�). In fact, since the reduced
objective functional f satis�es Assumption (A2) of [11], the positivity assumption
(4.4) and the coercivity condition

9 c > 0 such that f 00(�q)[dq; dq] � c kdqkQ 8dq 2 C(�q);

are equivalent. For a proof of this result, we refer to [11, Lemma 2.6].

Remark 4.8. We recall f(q) := J(q;u), where u = G(q). Let �q, with as-
sociated �u and �z satisfy Assumption 4.5, then the quadratic growth condition in
Theorem 4.6 can be written equivalently as

J(q;u) � J(�q; �u) + +�kq � �qk2�;

for every q 2 Qad with kq � �qk� � �, and � and � as in Theorem 4.6.
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