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AN OPTIMAL CONTROL PROBLEM FOR EQUATIONS WITH
p-STRUCTURE AND ITS FINITE ELEMENT DISCRETIZATION

ADRIAN HIRN AND WINNIFRIED WOLLNER

Abstract. We analyze a finite element approximation of an optimal control
problem that involves an elliptic equation with p-structure (e.g., the p-Laplace)
as a constraint. As the nonlinear operator related to the p-Laplace equation
mapping the space W 1,p

0 (Ω) to its dual
(
W 1,p

0 (Ω)
)∗ is not Gâteaux differen-

tiable, first order optimality conditions cannot be formulated in a standard
way. Without using adjoint information, we derive novel a priori error esti-
mates for the convergence of the cost functional for both variational discretiza-
tion and piecewise constant controls.

1. Introduction

In this article, for given α > 0 and ud ∈ L2(Ω) we study the finite element
discretization of the following elliptic optimal control problem:

Minimize J(q, u) :=
1

2
‖u− ud‖22 +

α

2
‖q‖22(1.1a)

subject to the PDE-constraint

−divS(∇u) = q in Ω,(1.1b)
u = 0 on ∂Ω,(1.1c)

and for qa, qb ∈ R, qa < qb, and w.l.o.g. 0 ∈ [qa, qb], the box-constraints

qa ≤ q(x) ≤ qb for a.a. x ∈ Ω,(1.1d)

where for given p > 1, ε ≥ 0 the nonlinear vector field S : Rd → Rd is supposed
to have p-structure, or to be more precisely (p, ε)-structure, see Assumption 2.1.
Prototypical examples falling into this class are

S(∇u) = |∇u|p−2∇u or S(∇u) =
(
ε2 + |∇u|2

) p−2
2 ∇u .(1.2)

Throughout the paper, Ω ⊂ Rd, d ∈ {2, 3}, is either a convex polyhedral domain
or a bounded convex domain with smooth boundary ∂Ω ∈ C2. We include the case
of curved boundary in our analysis as we need to assume certain conditions on the
regularity of u that are so far only available for domains with smooth boundary.
For simplicity of the exposition we will restrict the analysis to d = 2 in case of a
curved boundary.
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Equations with p-structure arise in various physical applications, such as in the
theory of plasticity, bimaterial problems in elastic-plastic mechanics, non-Newtonian
fluid mechanics, blood rheology and glaciology, see, e.g., [25, 31, 34] and the refer-
ences therein. The first operator in (1.2) corresponds to the p-Laplace equation.
For ε > 0 the second operator in (1.2) regularizes the degeneracy of the p-Laplacian
as the modulus of the gradient tends to zero for p > 2, to infinity for p < 2 respec-
tively. For ε = 0 (1.2)2 reduces to the p-Laplace operator (1.2)1. Finite element
(FE) approximations of the p-Laplace equation and related equations have been
widely investigated, see [1, 21, 23, 29]. Attention to optimal control of quasi-linear
PDEs is given, e.g., in [9, 11]. The extension to the parabolic case can be found
in [6, 8]. The approximation of optimal control problems in the coefficient for the
p-Laplacian, by its ε-regularization, is studied in [10]. For the problem (1.1) some
DWR-type a posteriori error estimates have been utilized in [24]. To the best
knowledge of the authors, no a priori discretization error results are available for
this problem class; by our work we want to fill this gap. We point out that the case
ε = 0 is included in our analysis.

A standard procedure for the finite element analysis of an optimal control prob-
lem consists in deriving first order optimality conditions and exploiting the prop-
erties of the adjoint state. Unfortunately, this analysis requires the existence of a
suitable adjoint state. To see that this can not be guaranteed by standard theory,
note that the nonlinear operator related to the p-Laplace equation maps the space
W 1,p

0 (Ω) to its dual
(
W 1,p

0 (Ω)
)∗. Hence, its formal derivative would be a linear

operator mapping W 1,p
0 (Ω) into its dual. As it can be seen in the calculations

yielding (5.7), the corresponding linear operator is positive, and thus injective, fur-
ther it is clearly self-adjoint, cf., (5.2). Hence, unless p = 2, the linear operator can
not be surjective, see, e.g., the discussion in [26]. Hence, standard KKT-theory is
not applicable in the natural setting.

Despite this lack of standard theory, for ε > 0, we are able to show existence
of an suitable discrete adjoint state allowing a discrete optimality system suitable
for a variational discretization in the spirit of [27]. Due to lack of first order op-
timality conditions on the continuous level, we cannot attain additional regularity
of the adjoint variable. Without additional regularity of these variables we cannot
expect more than qualitative convergence for them. Hence, to establish a priori
error estimates, we follow techniques established for elliptic optimization problems
with state [17,35] or gradient-state [36] constraints where also no convergence rates
of the adjoint variable are available. Although in our analysis we can adopt ideas
from [36], we have to cope with several challenges due to the nonlinear degenerate
PDE-constraint. For discretization of (1.1) we consider two possible approaches:
(a) variational discretization with piecewise linear states and (b) piecewise linear
states and piecewise constant controls. In case of (a) the control space is discretized
implicitly by the discrete adjoint equation. We show that the sequence of discrete,
global, minimizers (qh, uh) for mesh size h ∈ (0, 1] has a strong accumulation point
(q, u) that is a global optimal solution to (1.1). Under a certain realistic regular-
ity assumption for solutions of the state equation (Assumption 2.4), we prove a
quantitative convergence estimate for the cost functional value for both variational
discretization and piecewise constant controls in Theorems 7.2 and 7.3.

For the proof of these estimates, we combine methods from [36] with quasi-norm
techniques from [21] in order to handle the degeneracy of the nonlinear operator.
Our method does not require additional regularity of the control variable. The
required regularity in Assumption 2.4 is verified for the p-Laplace equation on
bounded convex domains with C2-boundary in [13,16].
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The plan of the paper is as follows: In Section 2, we fix our notation and we clarify
the structure of the nonlinear vector field S. Further, we state our assumption on
the regularity of solutions to (1.1b), (1.1c) (Assumption 2.4). Section 3 is concerned
with the precise formulation of the optimal control problem (1.1) and its solvability.
In Section 4, we describe its finite element discretization, followed in Section 5 by an
analysis of the first order optimality conditions. In Section 6, we collect and extend
several results on the finite element approximation of the p-Laplace equation in
order to apply them in Section 7 to the convergence analysis of the optimal control
problem. There we verify without any regularity assumption that the sequence
of discrete minimizers (qh, uh) has a strong accumulation point (q, u) that is an
optimal solution to (1.1). Under the regularity Assumption 2.4 we then prove
a priori error estimates quantifying the order of convergence in the cost functional.

2. Preliminaries

To begin with, we clarify our notation and we state important properties of the
nonlinear operator in (1.1b). Further, we pose our assumption on the regularity of
solutions to the state equation (1.1b) & (1.1c) that will be crucial for our analysis.

2.1. Notation. The set of all positive real numbers is denoted by R+. Let R+
0 :=

R+ ∪ {0}. The Euclidean scalar product of two vectors ξ, η ∈ Rd is denoted by
ξ · η. We set |η| := (η · η)1/2. Often we use c as a generic constant whose value
may change from line to line but does not depend on important variables. We write
a ∼ b if there exist constants c, C > 0 independent of all relevant quantities such
that cb ≤ a ≤ Cb. Similarly, the notation a . b stands for a ≤ Cb.

Let ω ⊂ Ω be a measurable, nonempty set. The d-dimensional Lebesgue measure
of ω is denoted by |ω|. The mean value of a Lebesgue integrable function f over ω
is denoted by

〈f〉ω := −
∫
ω

f(x) dx :=
1

|ω|

∫
ω

f(x) dx.

For ν ∈ [1,∞], Lν(Ω) stands for the Lebesgue space and Wm,ν(Ω) for the Sobolev
space of orderm. For ν > 1 we use the notationW 1,ν

0 (Ω) for the Sobolev space with
vanishing traces on ∂Ω. The Lν(ω)-norm is denoted by ‖·‖ν;ω and the Wm,ν(ω)-
norm is denoted by ‖·‖m,ν;ω. For ν ∈ (1,∞) and 1

ν + 1
ν′ = 1, i.e., ν′ = ν

ν−1 , the dual
space of W 1,ν

0 (ω) is denoted by W−1,ν′(ω) =
(
W 1,ν

0 (ω)
)∗ and for its dual norm we

write ‖·‖−1,ν′;ω. For the L2(ω) inner product we use the notation (·, ·)ω :=
∫
ω
uv dx.

This notation of norms and inner products is also used for vector-valued functions.
In case of ω = Ω, we usually omit the index Ω, e.g., ‖·‖ν = ‖·‖ν;Ω.

We recall the important Poincaré inequality: For ν ∈ (1,∞) there holds

‖u‖ν;ω ≤ cP ‖∇u‖ν;ω ∀u ∈W 1,ν
0 (ω).(2.1)

There exist diverse generalizations of Poincaré’s inequality. We will make use of
the following version that goes back to [5]: Let ω be a bounded convex open subset
of Rd, d ≥ 1, and ϕ : [0,∞)→ [0,∞) be continuous and convex with ϕ(0) = 0. Let
u : ω → RN , N ≥ 1, be in W 1,1(ω) such that ϕ(|∇u|) ∈ L1(ω). Then there holds∫

ω

ϕ

(
|u(x)− 〈u〉ω|

δ

)
dx ≤

(
Vdδ

d

|ω|

)1− 1
d
∫
ω

ϕ(|∇u(x)|) dx(2.2)

where δ is the diameter of ω and Vd is the volume of the unit ball in Rd.
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2.2. Properties of the nonlinear operator. In this section we state our as-
sumptions on the nonlinear operator S. Further, we discuss important properties
of the nonlinear operator and we indicate how it relates to so-called N-functions.

Assumption 2.1 (Nonlinear operator). We assume that the nonlinear operator
S : Rd → Rd belongs to C0(Rd,Rd) ∩ C1(Rd \ {0},Rd) and satisfies S(0) = 0.
Furthermore, we assume that the operator S possesses (p, ε)-structure, i.e., there
exist p ∈ (1,∞), ε ∈ [0,∞), and constants C0, C1 > 0 such that

d∑
i,j=1

∂iSj(ξ)ηiηj ≥ C0(ε+ |ξ|)p−2|η|2,(2.3a)

|∂iSj(ξ)| ≤ C1(ε+ |ξ|)p−2(2.3b)

holds for all ξ, η ∈ Rd with ξ 6= 0 and all i, j ∈ {1, . . . , d}.

Important examples of nonlinear operators S satisfying Assumption 2.1 are those
derived from a potential with (p, ε)-structure, i.e., there exists a convex function
Φ : R+

0 → R+
0 belonging to C1(R+

0 ) ∩ C2(R+) and satisfying Φ(0) = 0, Φ′(0) = 0
such that for all ξ ∈ Rd \ {0} and i = 1, . . . , d there holds

Si(ξ) = ∂i (Φ(|ξ|)) = Φ′(|ξ|) ξi
|ξ|

.(2.4)

If in addition Φ possesses (p, ε)-structure, i.e., if there exist p ∈ (1,∞), ε ∈ [0,∞)
and constants C2, C3 > 0 such that for all t > 0 there holds

C2(ε+ t)p−2 ≤ Φ′′(t) ≤ C3(ε+ t)p−2 ,(2.5)

then one can show (see [4]) that S satisfies Assumption 2.1. Note that (1.2) falls
into this class. We will briefly discuss how the operator S with (p, ε)-structure
relates to N-functions that are standard in the theory of Orlicz spaces, cf., [19]. We
define a convex function ϕ : R+

0 → R+
0 by

ϕ(t) :=

∫ t

0

(ε+ s)p−2s ds.(2.6)

The function ϕ belongs to C1(R+
0 ) ∩ C2(R+) and satisfies uniformly in t > 0

min{1, p− 1}(ε+ t)p−2 ≤ ϕ′′(t) ≤ max{1, p− 1}(ε+ t)p−2 .(2.7)

Therefore, the inequalities (2.3a) and (2.3b) defining the (p, ε)-structure of S can
be expressed equivalently in terms of the convex function ϕ:

d∑
i,j=1

∂iSj(ξ)ηiηj ≥ C̃0ϕ
′′(|ξ|)|η|2, |∂iSj(ξ)| ≤ C̃1ϕ

′′(|ξ|) ∀i, j = 1, . . . , d .

The function ϕ is an example of an N-function satisfying the ∆2-condition, see,
e.g., [19,22]. In view of (2.7) the function ϕ satisfies uniformly in t the equivalence

ϕ′′(t)t ∼ ϕ′(t) .(2.8)

Several studies on the finite element analysis of the p-Laplace equation indicate
that a p-structure-adapted quasi-norm is crucial for error estimation. To this end,
for given ψ ∈ C1([0,∞)) we introduce the family of shifted functions {ψa}a≥0 by

ψa(t) :=

∫ t

0

ψ′a(s) ds with ψ′a(t) :=
ψ′(a+ t)

a+ t
t .(2.9)
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For ψ = ϕ given by (2.6), there holds ϕa(t) ∼ (ε+ a+ t)
p−2

t2 uniformly in t ≥ 0.
[19] provides the following inequality of Young-type: For all δ > 0 there exists
c(δ) > 0 such that for all s, t, a ≥ 0 there holds

sϕ′a(t) + ϕ′a(s)t ≤ δϕa(s) + c(δ)ϕa(t) ,(2.10)

where the constant c(δ) only depends on p and δ (it is independent of ε, a).
We define a function F : Rd → Rd associated to the nonlinear operator S with

(p, ε)-structure by

F (ξ) := (ε+ |ξ|)
p−2
2 ξ(2.11)

where p and ε are the same as in Assumption 2.1. The vector fields S and F are
closely related to each other as depicted by the following lemma provided by [18,19].

Lemma 2.2. For p ∈ (1,∞), ε ∈ [0,∞) let S satisfy Assumption 2.1, let F , ϕ,
and ϕ|ξ| be defined by (2.11), (2.6), and (2.9) respectively. Then there holds for all
ξ, η ∈ Rd(

S(ξ)− S(η)
)
· (ξ − η) ∼ (ε+ |ξ|+ |η|)p−2|ξ − η|2

∼ ϕ|ξ|(|ξ − η|) ∼ |F (ξ)− F (η)|2,
|S(ξ)− S(η)| ∼ ϕ′|ξ|(|ξ − η|) ∼ (ε+ |ξ|+ |η|)p−2|ξ − η|,

where the constants only depend on p; they are independent of ε ≥ 0 in particular.

Due to Lemma 2.2, for all u, v ∈W 1,p(Ω) the equivalence

(S(∇u)− S(∇v),∇u−∇v)Ω ∼ ‖F (∇u)− F (∇v)‖22 ∼
∫

Ω

ϕ|∇u|(|∇u−∇v|) dx

(2.12)

holds true with constants only depending on p. We refer to each quantity in (2.12)
as the quasi-norm or natural distance following, e.g., [1–3, 20]. It has been used
very successfully in the finite element analysis of equations with p-structure.

The following lemma, from [28], shows the connection between the natural dis-
tance and the Sobolev norms:

Lemma 2.3. For p ∈ (1,∞) and ε ∈ [0,∞) let the operator S satisfy Assump-
tion 2.1 and let F be defined by (2.11). Then for all u, v ∈W 1,p(Ω) there holds

(i) in the case p ∈ (1, 2], with constants only depending on p,

‖∇(u− v)‖2p . ‖F (∇u)− F (∇v)‖22 ‖ε+ |∇u|+ |∇v|‖2−pp ,

‖F (∇u)− F (∇v)‖22 . ‖∇(u− v)‖pp .

(ii) in the case p ∈ [2,∞), with constants only depending on p,

‖∇(u− v)‖pp . ‖F (∇u)− F (∇v)‖22 . ‖ε+ |∇u|+ |∇v|‖p−2
p ‖∇(u− v)‖2p .

In particular, all constants appearing in (i) and (ii) are independent of ε ≥ 0.

2.3. Regularity assumption. We impose our assumption on the regularity of
solutions to the state equation that will later enable us to derive a priori error
estimates for the finite element approximation of (1.1).

Assumption 2.4. We assume that for q ∈ Lmax{2,p′}(Ω), 1
p + 1

p′ = 1, the weak
solution u to the equation (1.1b), (1.1c) with p-structure satisfies the regularity

S(∇u) ∈W 1,2(Ω) and u ∈W 2,2(Ω)

and that there exist positive constants c1, c2, γ such that

‖S(∇u)‖1,2 ≤ c1‖q‖2 and ‖u‖2,2 ≤ c2‖q‖γmax{2,p′}(2.13)
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The regularity Assumption 2.4 is satisfied for certain data:
• In [13] it is shown that, if Ω ⊂ Rd, d ≥ 2, is a bounded convex open set,
q ∈ L2(Ω) and p ∈ (1,∞), the weak solution u to the equation (1.1b), (1.1c)
with p-structure satisfies the regularity S(∇u) ∈W 1,2(Ω) with

C1‖q‖2 ≤ ‖S(∇u)‖1,2 ≤ C2‖q‖2,
where the constants C1, C2 only depend on p, d. In particular, the analysis
carried out in [13] covers the p-Laplacian with S(∇u) = |∇u|p−2∇u.

• In [14], on certain domains Lipschitz-continuous solutions are obtained
whenever q ∈ Lr(Ω) with r > d has mean-value zero and ε > 0. [13, Re-
mark 2.7] claims that this implies W 2,2-regularity.

• In [16] it is shown that, if Ω ⊂ Rd, d ∈ {2, 3} is a bounded domain with C2-
boundary, p ∈ (1, 2] and q ∈ Lp′(Ω), the weak solution u of the p-Laplace
equation (1.1b), (1.1c) with S(∇u) = |∇u|p−2∇u fulfills

u ∈W 2,2(Ω) with ‖∇2u‖2 ≤ C‖q‖
1
p−1

p′ .

• In [32] it is shown that, if Ω ⊂ R2 is either convex or has C2-boundary, for
p ∈ (1, 2) the weak solution u of the p-Laplace equation (1.1b), (1.1c) with
S(∇u) = |∇u|p−2∇u satisfies

q ∈ Lr with r > 2 =⇒ u ∈W 2,2(Ω).

As a consequence, Assumption 2.4 is satisfied for the p-Laplace equation in the
case p ∈ (1, 2] if, e.g., Ω ⊂ Rd, d ≥ 2, is a bounded convex domain with C2-
boundary and q ∈ Lp′(Ω). Since later we take q ∈ Qad ⊂ L∞(Ω), we can weaken
Assumption 2.4: It is sufficient to assume that q ∈ L∞(Ω) implies S(∇u) ∈W 1,2(Ω)
and u ∈W 2,2(Ω) with ‖S(∇u)‖1,2 . ‖q‖∞ and ‖u‖2,2 . ‖q‖γ∞ (replacing (2.13)).

3. Optimal control problem

In this section, we give a precise definition of the optimal control problem (1.1).
For 1

p + 1
p′ = 1, i.e., p′ = p

p−1 , the natural spaces for the states and controls are

V : = W 1,p
0 (Ω), Q := Lmax{2,p′}(Ω), Qad :=

{
q ∈ Q | qa ≤ q ≤ qb a.e. in Ω

}
.

The weak formulation of the state equation (1.1b), (1.1c) reads:
For a given control q ∈ Qad find the state u = u(q) ∈ V such that

(S(∇u),∇ϕ)Ω = (q, ϕ)Ω ∀ϕ ∈ V.(3.1)

We now investigate stability and continuity properties of the solution u ∈ V with
respect to the control q. It will be suitable for this to consider variations of q in
W−1,p′(Ω).

Lemma 3.1. For each p ∈ (1,∞) and q ∈ Qad there exists a unique solution
u = u(q) ∈ V to (3.1). This solution satisfies the a priori estimate

‖∇u‖p ≤ c1
(
‖q‖

1
p−1

−1,p′ + c2ε

)
,(3.2)

where c1 > 0 only depends on Ω, p and c2 = 1 if p < 2 and c2 = 0 otherwise.

Proof. Lemma 2.2 implies that the operator −divS(∇·) : W 1,p
0 (Ω) → W−1,p′(Ω)

is strictly monotone. Using the theory of monotone operators (see [38,41]), we can
thus easily conclude that for each q ∈ Q there exists a unique solution u = u(q) ∈ V
to (3.1). The proof of (3.2) is standard and can be found, e.g., in [28]. �

The next lemma states that the solution operator q 7→ u = u(q) is locally Hölder-
continuous.
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Lemma 3.2. For p ∈ (1,∞) let u1 = u(q1) ∈ V and u2 = u(q2) ∈ V be the
solutions to the state equation (3.1) for the right-hand side q1 ∈ Qad and q2 ∈ Qad.
Then there exist constants only depending on p,Ω such that

‖F (∇u1)− F (∇u2)‖2 .

‖ε+ |∇u1|+ |∇u2|‖
2−p
2

p ‖q1 − q2‖−1,p′ for p ≤ 2,

‖q1 − q2‖
p′
2

−1,p′ for p ≥ 2,

‖∇u1 −∇u2‖p .

{
‖ε+ |∇u1|+ |∇u2|‖2−pp ‖q1 − q2‖−1,p′ for p ≤ 2,

‖q1 − q2‖
1
p−1

−1,p′ for p ≥ 2.

Proof. As u1 ∈ V and u2 ∈ V solve (3.1) with right-hand side q1 and q2, there holds

(S(∇u1)− S(∇u2),∇ϕ)Ω = 〈q1 − q2, ϕ〉 ∀ϕ ∈W 1,p
0 (Ω).

Testing this equation with ϕ = u1 − u2 and employing Lemma 2.2, we get

‖F (∇u1)− F (∇u2)‖22 ∼ 〈q1 − q2, u1 − u2〉 ≤ ‖q1 − q2‖−1,p′‖u1 − u2‖1,p(3.3)

for p ∈ (1,∞). Poincaré’s inequality and Lemma 2.3 imply

‖F (∇u1)− F (∇u2)‖22 . ‖q1 − q2‖−1,p′‖∇u1 −∇u2‖p

.

‖q1 − q2‖−1,p′‖ε+ |∇u1|+ |∇u2|‖
2−p
2

p ‖F (∇u1)− F (∇u2)‖2 for p ≤ 2,

‖q1 − q2‖−1,p′‖F (∇u1)− F (∇u2)‖
2
p

2 for p ≥ 2.

This yields the desired estimate in the natural distance. Using similar arguments,

‖q1 − q2‖−1,p′‖∇u1 −∇u2‖p
(3.3)
& ‖F (∇u1)− F (∇u2)‖22

&

{
‖ε+ |∇u1|+ |∇u2|‖p−2

p ‖∇u1 −∇u2‖2p for p ≤ 2,

‖∇u1 −∇u2‖pp for p ≥ 2.

From this we obtain the desired estimate in the W 1,p
0 -norm. �

For given α > 0 and ud ∈ L2(Ω) we define the cost functional J : Q×V → R as

J(q, u) :=
1

2
‖u− ud‖22 +

α

2
‖q‖22

We aim to solve the following optimal control problem:

(P ) Minimize J(q, u) subject to (3.1) and (q, u) ∈ Qad × V.
We tacitly let J(q, u) = ∞ whenever u 6∈ L2(Ω). For the finite element analysis
of (P ) we will later utilize the following relation which holds for all (q1, u1), (q2, u2) ∈
Q× V due to the parallelogram law:

(3.4)
1
2

∥∥u1−u2

2

∥∥2

2
+ α

2

∥∥ q1−q2
2

∥∥2

2
+ J

(
1
2 (q1 + q2), 1

2 (u1 + u2)
)

≤ 1
2J (q1, u1) + 1

2J (q2, u2) .

Further, we often make use of the continuous embedding W 1,p(Ω) ⊂ L2(Ω) for
p ≥ 2d

d+2 . As a start, we deal with the existence of solutions to (P ).

Theorem 3.3. For p ∈ (1,∞) and ε ≥ 0 the optimal control problem (P ) has at
least one globally optimal control q ∈ Qad with corresponding optimal state u =
u(q) ∈ V.

Proof. The proof follows standard arguments, cf., [30,33]. According to Lemma 3.1,
for each control q ∈ Qad the state equation (3.1) has a unique solution u = u(q) ∈ V.
The functional J is bounded from below. Thus, there exists

j := inf
q∈Qad

J(q, u(q)).
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Let {(qn, un)}∞n=1 be a minimizing sequence, i.e.,

qn ∈ Qad, un := u(qn), J(qn, un)→ j for n→∞.

As Qad is non-empty, convex, closed and bounded in Lmax{p′,2}(Ω), it is weakly
sequentially compact. Hence, there exists a subsequence denoted again by {qn}∞n=1,
that weakly converges in Lmax{p′,2}(Ω) to a function q ∈ Qad,

qn ⇀ q weakly in Lmax{p′,2}(Ω),

and thus strongly in W−1,p′(Ω). Then, Poincaré’s inequality and Lemma 3.2 imply

‖un − u(q)‖1,p . ‖∇un −∇u(q)‖p → 0 (n→∞),(3.5)

where in the case p < 2 also (3.2) was used. If p ≥ 2d
d+2 , we directly obtain from (3.5)

that un → u(q) strongly in L2(Ω). If p < 2d
d+2 , we proceed differently. Since

‖un‖22 . ‖un − ud‖22 + ‖ud‖22 ≤ 2J(qn, un) + ‖ud‖22 ≤ C,
it holds in addition for some function u ∈ L2(Ω)

un ⇀ u weakly in L2(Ω),

and due to p < 2, un ⇀ u weakly in Lp(Ω). In view of (3.5) we have un → u(q)
strongly in Lp(Ω). As the weak limit is unique, this yields u = u(q), hence

(qn, un) ⇀ (q, u) = (q, u(q)) weakly in L2(Ω)× L2(Ω) .

The functional J is convex and continuous on L2(Ω)×L2(Ω), so it is weakly lower-
semicontinuous. Thus, from this weak convergence we conclude

j = lim
n→∞

J(qn, un) ≥ lim inf
n→∞

J(qn, un) ≥ J(q, u) ≥ j ,

i.e., q is a optimal control. The proof is completed. �

4. Finite element discretization

In this section, we introduce the discretization of the optimal control prob-
lem (1.1). We assume that Ω is either a convex polygonal/polyhedral domain
or a bounded convex domain with C2-boundary where for the latter case d = 2 is
assumed. Let Th be a shape regular decomposition of Ω into d-dimensional sim-
plices such that, if Ω is polyhedral, there holds Ω =

⋃
K∈Th K, or if Ω has a curved

boundary, the corner points of

Ωh :=
⋃

K∈Th

K ⊂ Ω

belong to ∂Ω. By hK , we denote the diameter of a cell K ∈ Th, and by ρK the
supremum of diameters of inscribed balls. The mesh parameter h represents the
maximum diameter of the cells, i.e., h := max{hK ; K ∈ Th}. We assume that Th
is non-degenerate, see [7], i.e.,

(4.1) max
K∈Th

hK
ρK
≤ κ0 ∀h.

For K ∈ Th we define the set of neighbors NK and the neighborhood SK by

(4.2)
NK := {K ′ ∈ Th : K ′ ∩K 6= ∅},

SK := int
⋃

K′∈NK

K ′.

The sets SK are open, bounded and connected. The non-degeneracy (4.1) of Th
implies the following properties of Th, in which all constants are independent of h:

|SK | ∼ |K| for all K ∈ Th and #NK ≤ m0 for some m0 ∈ N.(4.3)



AN OCP FOR EQUATIONS WITH p-STRUCTURE AND ITS FE DISCRETIZATION 9

If ∂Ω is curved, we need to be able to estimate the integral over the part of the
domain not covered by Ωh. As the treatment of curved boundaries is not the
purpose of the paper, in this case we restrict ourselves to space dimension d = 2
for ease of presentation.

To this end, we need the following

Lemma 4.1. Let Ω be a convex domain with C2-boundary and d = 2. Then for
u ∈W 1,2(Ω) the integral of |u|2 on the stripe Σh := Ω \ Ωh is bounded by∫

Σh

|u(x)|2 dx . h2‖u‖21,2;Ω .(4.4)

Its proof can be found, e.g., in the proof of [37, Satz 3.3].
Let Pm(K) be the set of polynomials on K of degree less than or equal to m.

For the discretization of the state equation, we employ the space Vh ⊂W 1,∞(Ω) of
linear finite elements on the triangulation Th

V̂h =
{
uh ∈ C(Ωh) | uh|K ∈ P1(K) for all K ∈ Th and uh|∂Ωh = 0

}
.

If Ω is polyhedral, then there holds Ωh = Ω and we set Vh = V̂h. Otherwise we
define Vh as the space of functions uh ∈ V̂h extended to Ω by setting uh = 0 on the
stripe Σh := Ω\Ωh. For the discretization of the controls, we study two approaches:

(a) Variational discretization: The control variable is not explicitly discretized.
(b) Piecewise constant controls on the family of triangulations {Th} introduced

for the discretization of the state variables:

Q̂0
h =

{
qh : Ωh → R | qh|K ∈ P0(K) for all K ∈ Th

}
.

If Ω is polyhedral, we define Q0
h = Q̂0

h, otherwise

Q0
h =

{
qh ∈ Q | qh|Ωh ∈ Q̂0

h

}
.

The discrete admissible set is Q0
h,ad := Q0

h ∩Qad.

Note that for the case of curved boundary the functions in Q0
h are not restricted

to a finite dimensional set on the stripe Σh = Ω \Ωh. Hence, this space is formally
infinite dimensional. However, due to the control cost α2 ‖q‖

2
2 and the fact that qh|Σh

has no influence on the discrete solution of (4.8), the optimal discrete control will
satisfy qh|Σh = 0 due to our choice 0 ∈ [qa, qb]. This means that an implementation
can work on the finite dimensional set Q̂0

h. In the subsequent analysis Qh,ad equals
either Qad in case of variational discretization or Q0

h,ad in case of cell-wise constant
discretization.

Moreover, we introduce Π̂h : L1(Ωh) → Q̂0
h as the natural extension of the

L2-projection, i.e., for q ∈ L1(Ωh) we define Π̂hq ∈ Q̂0
h by

(Π̂hq, ϕh)Ωh = (q, ϕh)Ωh ∀ϕh ∈ Q̂0
h .(4.5)

If Ω is polyhedral, we set Πh = Π̂h. Otherwise we define Πh : Q → Q0
h by

(Πhq)
∣∣
Ωh

= Π̂hq and (Πhq)
∣∣
Σh

= q|Σh for all q ∈ Q. It is well-known that the
operator Πh satisfies for any ν ∈ [1,∞] the stability estimate

‖Πhq‖ν;Ωh ≤ ‖q‖ν;Ωh ∀q ∈ Lν(Ωh).(4.6)

From the stability property (4.6) one can derive an interpolation estimate for Πh.

Lemma 4.2. There exists a constant c > 0 independent of h such that for all
q ∈Wm,ν(Ω) with m ∈ {0, 1} and ν ∈ (1,∞) there holds

‖q −Πhq‖−1,ν + h‖q −Πhq‖ν ≤ chm+1‖q‖m,ν .(4.7)
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We omit the proof, as it is a standard consequence of orthogonality, the definition
of the norms, and standard error estimates for quasi interpolation operators noting
that by definition of Πh the boundary stripe Σh induces no error.

The Galerkin approximation of (3.1) consists in replacing the Banach space V
by the finite element space Vh:

For a given control q ∈ Qad find the discrete state uh = uh(q) ∈ Vh with

(S(∇uh),∇ϕh)Ω = (q, ϕh)Ω ∀ϕh ∈ Vh.(4.8)

Existence of a unique solution uh to (4.8) as well as an a priori estimate for uh
in W 1,p(Ω) follow by using similar arguments as in the continuous case.

Lemma 4.3. For each p ∈ (1,∞) there exists a unique solution uh ∈ Vh to (4.8).
This discrete solution satisfies the a priori estimate

‖∇uh‖p ≤ c1
(
‖q‖

1
p−1

−1,p′ + c2ε

)
,(4.9)

where c1 > 0 only depends on Ω, p and c2 = 1 if p < 2 and c2 = 0 otherwise.

The following lemma is a discrete version of Lemma 3.2.

Lemma 4.4. For p ∈ (1,∞) let uh1 = uh(q1) ∈ Vh and uh2 = uh(q2) ∈ Vh be
the solutions to the discrete equation (4.8) for the right-hand side q1 ∈ Qad and
q2 ∈ Qad. Then there exist constants only depending on p, Ω such that

‖F (∇uh1)− F (∇uh2)‖2 .

‖ε+ |∇uh1|+ |∇uh2|‖
2−p
2

p ‖q1 − q2‖−1,p′ for p ≤ 2,

‖q1 − q2‖
p′
2

−1,p′ for p ≥ 2,

‖∇uh1 −∇uh2‖p .

{
‖ε+ |∇uh1|+ |∇uh2|‖2−pp ‖q1 − q2‖−1,p′ for p ≤ 2,

‖q1 − q2‖
1
p−1

−1,p′ for p ≥ 2.

Proof. The proof follows along the same lines as the proof of Lemma 3.2 if the space
V is replaced by Vh. �

Now let us consider the discrete optimal control problem. The discrete analog
to (P ) reads:

(Ph) Minimize J(qh, uh) subject to (4.8) and (qh, uh) ∈ Qh,ad × Vh
Following the same arguments used for the proof of Theorem 3.3, we can conclude

the existence of a solution to (Ph).

Lemma 4.5. For each h > 0 there exists an optimal control qh with corresponding
optimal state uh of the minimization problem (Ph).

5. Discrete optimality system

In this section we are concerned with an optimality system for (Ph) that can be
utilized for practical computation of the discrete optimal solution. We will close
this section with a discussion on the continuous optimality system. For ease of
exposition, we restrict ourselves to the particular nonlinear operator (1.2)2, i.e., for

a(u)(ϕ) := (S(∇u),∇ϕ)Ω, S(∇u) =
(
ε2 + |∇u|2

) p−2
2 ∇u,

we consider the discrete variational formulation of the state equation (4.8)

a(uh)(ϕh) = (q, ϕh)Ω ∀ϕh ∈ Vh.(5.1)

On the discrete level it can be shown that the semi-linear form a is Gâteaux differ-
entiable for each ε > 0 with Gâteaux derivative
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(5.2)
a′(vh)(wh, ϕh) =

∫
Ω

(ε2 + |∇vh|2)
p−2
2 ∇wh · ∇ϕh dx

+ (p− 2)

∫
Ω

(ε2 + |∇vh|2)
p−4
2 (∇vh · ∇wh)(∇vh · ∇ϕh) dx.

Since this will be crucial for this section, we limit ourselves to ε > 0 here.
Now we can define an adjoint problem associated to (4.8): Find zh ∈ Vh such

that

a′(uh)(ϕh, zh) = (uh − ud, ϕh)Ω ∀ϕh ∈ Vh.(5.3)

The next lemma concerns the unique solvability of the discrete adjoint problem.

Lemma 5.1. Let p ∈ (1,∞), ε > 0 and b ∈ W−1,max{p′,2}(Ω) with p′ = p
p−1 . For

each h > 0 there exists a unique solution zh ∈ Vh to

a′(uh)(ϕh, zh) = 〈b, ϕh〉 ∀ϕh ∈ Vh,(5.4)

where uh solves (4.8). The adjoint solution zh satisfies the a priori estimate

‖∇zh‖min{p,2} ≤ c‖b‖−1,max{p′,2},(5.5)

where the constant c only depends on p, ε, Ω, qa, qb.

Proof. First of all we prove that if there exists a solution zh to Problem (5.4), then
zh is uniquely determined. To this end, we assume that z1

h and z2
h are two functions

satisfying (5.4). Setting ξh := z1
h − z2

h, we observe that

a′(uh)(ϕh, ξh) = 0 ∀ϕh ∈ Vh.(5.6)

We recall that uh is uniformly bounded in W 1,p(Ω) by the data, see (4.9). In the
case p ≤ 2 we may estimate the quantity a′(uh)(ξh, ξh) as follows:

a′(uh)(ξh, ξh)
(5.2)
≥
∫

Ω

(
ε2 + |∇uh|2

) p−2
2 |∇ξh|2 dx

+ (p− 2)

∫
Ω

(
ε2 + |∇uh|2

) p−4
2 |∇uh|2|∇ξh|2 dx

≥ (p− 1)

∫
Ω

(
ε2 + |∇uh|2

) p−2
2 |∇ξh|2 dx

≥ (p− 1)

∫
Ω

(ε+ |∇uh|)p−2|∇ξh|2 dx.

Using Hölder’s inequality, q(x) ∈ [qa, qb] a.e., and (4.9), for p ≤ 2 and ε > 0 we
arrive at

a′(uh)(ξh, ξh) ≥ (p− 1)‖ε+ |∇uh|‖p−2
p ‖∇ξh‖2p ≥ c‖∇ξh‖2p.

In the case p > 2 we can bound the quantity a′(uh)(ξh, ξh) from below as follows:

a′(uh)(ξh, ξh)
(5.2)
=

∫
Ω

(ε2 + |∇uh|2)
p−2
2 ∇ξh · ∇ξh dx

+ (p− 2)

∫
Ω

(ε2 + |∇uh|2)
p−4
2 (∇uh · ∇ξh)(∇uh · ∇ξh) dx

≥
∫

Ω

(ε2 + |∇uh|2)
p−2
2 |∇ξh|2 dx ≥

∫
Ω

εp−2|∇ξh|2 dx = εp−2‖∇ξh‖22 .

To sum up, we may deduce that there exists a constant c = c(p, ε,Ω, qa, qb) with

a′(uh)(ξh, ξh) ≥ c‖∇ξh‖2min{p,2}.(5.7)

From (5.6), (5.7) and Poincaré’s inequality we infer ξh ≡ 0 and, hence, z1
h = z2

h.
Since the system (5.4) is linear, and the space Vh is finite dimensional, we can
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conclude from uniqueness that there exists a solution zh. For the proof of (5.5), we
test (5.4) with ϕh := zh. Then we can apply the same arguments that led to (5.7)
in order to obtain

‖b‖−1,max{p′,2}‖zh‖1,min{p,2} ≥ 〈b, zh〉 = a′(uh)(zh, zh) & ‖∇zh‖2min{p,2}.

Together with Poincaré’s inequality, this yields the assertion. �

With the help of the discrete adjoint state we can now formulate an optimality
system for (Ph):

Lemma 5.2. Let ε > 0 be given. If a control qh ∈ Qh,ad with state uh = uh(qh) ∈
Vh is an optimal solution to problem (Ph), then there exists an adjoint state zh ∈ Vh
so that

a(uh)(ϕh) = (qh, ϕh)Ω ∀ϕh ∈ Vh(5.8a)

a′(uh)(zh, ϕh) = (uh − ud, ϕh)Ω ∀ϕh ∈ Vh(5.8b)
(αqh + zh, δqh − qh)Ω ≥ 0 ∀δqh ∈ Qh,ad.(5.8c)

Remark 5.3. It is well-known that the variational inequality (5.8c) has a pointwise
almost everywhere representation, see, e.g., [40]. Indeed, (5.8c) can be rewritten
using the projection P[qa,qb] onto the interval [qa, qb] defined by

P[qa,qb]

(
f(x)

)
= min

(
qb,max

(
qa, f(x)

))
.(5.9)

In the case Qh,ad = Qad a control qh ∈ Qh,ad solving (Ph) necessarily satis-
fies (5.8) and thus the control qh and the solution zh of (5.8b) satisfy the projection
formula

qh = P[qa,qb]

(
− 1

α
zh

)
.

In the case Qh,ad = Q0
h,ad there holds

qh = P[qa,qb]

(
− 1

α
Πhzh

)
,

where Πh denotes the L2-projection on Q0
h,ad.

The question arises whether an analogous optimality system for (P ) can be
formulated. A closer look at (5.2) however reveals that this is not an easy task:
The natural regularity for the state u ∈ W 1,p(Ω) is not sufficient to formulate a
well-defined, invertible, Gâteaux derivative as already discussed in the introduction.

Still, we can pass to the limit in the discrete adjoint. According to the a priori
estimate (5.5) and Lemma 4.3, the discrete adjoint solution zh is uniformly bounded
in W 1,min{p,2}(Ω) for p ≥ 2d

d+2 as it is shown by the following calculation:

‖∇zh‖min{p,2} ≤ c‖uh − ud‖−1,max{p′,2} = sup
ϕ∈W 1,min{p,2}

0 (Ω)

(uh − ud, ϕ)Ω

‖ϕ‖1,min{p,2}

≤ sup
ϕ∈W 1,min{p,2}

0 (Ω)

‖uh − ud‖2‖ϕ‖2
‖ϕ‖1,min{p,2}

. ‖uh‖1,p + ‖ud‖2 . C.

Hence, there exists a function z ∈W 1,min{p,2}
0 (Ω) such that up to a subsequence

zh ⇀ z weakly in W 1,min{p,2}
0 (Ω) (h→ 0) .(5.10)

Due to the compact embedding W 1,min{p,2}(Ω) ⊂ L2(Ω) for p > 2d
d+2 we get

zh → z strongly in L2(Ω) (h→ 0).(5.11)
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Consequently, the projection formula yields strong convergence of the controls

qh = P[qa,qb]

(
− 1

α
zh

)
→ q = P[qa,qb]

(
− 1

α
z

)
in L2(Ω) (h→ 0)

for p > 2d
d+2 in the case of variational discretization, see Remark 5.3. This also

shows the additional regularity q ∈W 1,min{p,2}(Ω) for any such limit point.

6. FE approximation of the p-Laplace equation

Before analyzing the convergence of the discretized optimal control problem, we
collect and extend several results regarding the FE approximation of the p-Laplace
equation. The first lemma states that the Galerkin approximation is a quasi best-
approximation with respect to the natural distance.

Lemma 6.1 (Best-approximation in quasinorms). For ε ≥ 0 and p ∈ (1,∞) let
u ∈ V be the unique solution of (3.1), and uh ∈ Vh its finite element approximation,
i.e., uh ∈ Vh is the unique solution of (4.8). Then, there hold for Σh := Ω \ Ωh

‖F (∇u)− F (∇uh)‖2;Ω . inf
ϕh∈Vh

‖F (∇u)− F (∇ϕh)‖2;Ω,(6.1a)

‖F (∇u)− F (∇uh)‖2;Ω . inf
ϕh∈Vh

‖F (∇u)− F (∇ϕh)‖2;Ωh + ‖F (∇u)‖2;Σh ,(6.1b)

where the constants only depend on p (they are independent of h and ε).

Proof. For polyhedral Ω the lemma is proven in [21]. Using Lemma 2.2, the Galerkin
orthogonality (Vh ⊂ V), we can deduce for arbitrary ϕh ∈ Vh∫

Ω

ϕ|∇u| (|∇u−∇uh|) dx ∼
∫

Ω

(S(∇u)− S(∇uh)) · (∇u−∇uh) dx

∼
∫

Ω

(S(∇u)− S(∇uh)) · (∇u−∇ϕh) dx

.
∫

Ω

ϕ′|∇u| (|∇u−∇uh|) |∇u−∇ϕh| dx .

We apply Young’s inequality (2.10) to the shifted function ϕ|∇u| in order to obtain∫
Ω

ϕ|∇u| (|∇u−∇uh|) dx .
∫

Ω

ϕ|∇u| (|∇u−∇ϕh|) dx .

Using Lemma 2.2 and taking the infimum over all ϕh ∈ Vh, we arrive at the
assertion (6.1a). There holds ϕh|Σh = 0 for all ϕh ∈ Vh and thus (6.1b) easily
follows from inequality (6.1a). �

The Scott-Zhang interpolation operator jh : W 1,1
0 (Ω)→ Vh, see [39], is defined in

such a way that it fulfills jhv = v for all v ∈ Vh and preserves homogeneous bound-
ary conditions. It is also suitable for interpolation in quasi-norms as it satisfies the
following property, see [21]: For all v ∈W 1,p(Ω) and K ∈ Th there holds

−
∫
K

|F (∇v)− F (∇jhv)|2 dx . inf
η∈Rd

−
∫
SK

|F (∇v)− F (η)|2 dx,(6.2)

where the constant only depends on p. In particular, it is independent of h and ε.
On the basis of (6.2) it is a simple matter to derive an interpolation estimate in
quasi-norms: As the function F is surjective, (6.2) implies

−
∫
K

|F (∇v)− F (∇jhv)|2 dx . inf
ξ∈Rd

−
∫
SK

|F (∇v)− ξ|2 dx.(6.3)
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Now let us assume that v ∈W 1,p(Ω) satisfies the regularity F (∇v) ∈W 1,2(Ω)d. If
we choose ξ = 〈F (∇v)〉SK in (6.3), we can apply Poincaré’s inequality (2.2):

−
∫
K

|F (∇v)− F (∇jhv)|2 dx . −
∫
SK

h2
K |∇F (∇v)|2 dx.(6.4)

In order to obtain a global version of (6.4), we sum the inequality (6.4) over all
elements K ∈ Th and use the mesh properties (4.3):

‖F (∇v)− F (∇jhv)‖2;Ωh ≤ ch‖∇F (∇v)‖2;Ωh .(6.5)

Combining Lemma 6.1 and (6.5), we obtain an error estimate in quasi-norms.

Lemma 6.2. For ε ≥ 0 and p ∈ (1,∞) let u ∈ V be the unique solution of (3.1),
and uh ∈ Vh its finite element approximation, i.e., uh ∈ Vh is the unique solution
of (4.8). In case of curved ∂Ω, we require that d = 2.

(i) If u satisfies the regularity assumption F (∇u) ∈W 1,2(Ω)d, then there holds

‖F (∇u)− F (∇uh)‖2 ≤ ch‖F (∇u)‖1,2 .

(ii) If u satisfies S(∇u) ∈W 1,2(Ω)d and u ∈W 2,2(Ω), then there holds

‖F (∇u)− F (∇uh)‖2 ≤ ch‖S(∇u)‖
1
2
1,2‖u‖

1
2
2,2 .

All constants c only depend on p (they are independent of h and ε).

Proof. (i) For polyhedral Ω the assertion directly follows by combining (6.1a)
and (6.5). If ∂Ω is curved, we use (6.1b), (6.5) and take into account Lemma 4.1:

‖F (∇u)− F (∇uh)‖2;Ω

(6.1b)
. inf

ϕh∈Vh
‖F (∇u)− F (∇ϕh)‖2;Ωh + ‖F (∇u)‖2;Σh

. ‖F (∇u)− F (∇jhu)‖2;Ωh + ‖F (∇u)‖2;Σh

(6.5),(4.4)
≤ ch‖F (∇u)‖1,2;Ω .

(ii) From (6.5), the pointwise estimate with constants independent of ε (cf. [4])

|∇F (∇v)|2 ∼ |∇S(∇v)||∇2v|

and Hölder inequality, we get for all v ∈W 2,2(Ω) with S(∇v) ∈W 1,2(Ω)d

‖F (∇v)− F (∇jhv)‖2;Ωh . h‖∇S(∇v)‖
1
2

2;Ωh
‖∇2v‖

1
2

2;Ωh
.(6.6)

If Ω is polyhedral, the assertion directly follows by combining (6.1a) and (6.6). If
∂Ω is curved, we use (6.1b), (6.6), Lemma 2.2 and Lemma 4.1:

‖F (∇u)−F (∇uh)‖22;Ω . inf
ϕh∈Vh

‖F (∇u)− F (∇ϕh)‖22;Ωh
+ ‖F (∇u)‖22;Σh

. ‖F (∇u)− F (∇jhu)‖22;Ωh
+ (S(∇u),∇u)Σh

. h2‖∇S(∇u)‖2;Ωh‖∇2u‖2;Ωh + ‖S(∇u)‖2;Σh‖∇u‖2;Σh

. h2‖∇S(∇u)‖2;Ωh‖∇2u‖2;Ωh + h‖S(∇u)‖1,2;Ω · h‖u‖2,2;Ω

Taking the square root, we obtain the stated a priori estimate. �

If the solution of the state equation u satisfies the regularity assumption (2.13),
according to Lemma 6.2 (ii) the error measured in the natural distance can be
bounded in terms of the control q. From this we get error bounds in the W 1,p-
norm.

Corollary 6.3. For p ∈ (1,∞), ε ≥ 0 and any q ∈ Qad let u = u(q) ∈ V be
the solution of (3.1) and let uh = uh(q) ∈ Vh be its discrete approximation, i.e.,
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the solution of (4.8). In case of curved ∂Ω we require that d = 2. If u satisfies
Assumption 2.4, there exist constants only depending on p with

‖F (∇u)− F (∇uh)‖2 ≤ ch, ‖∇u−∇uh‖p ≤

{
ch for p ≤ 2,

ch
2
p for p ≥ 2.

(6.7)

In particular, the constants do not depend on the mesh size h and ε.

Proof. The error estimate in the natural distance directly follows from Lemma 6.2
(ii), Assumption 2.4 and ‖q‖max{2,p′} . max{|qa|, |qb|}:

‖F (∇u)− F (∇uh)‖2 ≤ Ch‖q‖
1
2
2 ‖q‖

γ
2

max{2,p′} ≤ Ch.

In order to derive the error estimates in the W 1,p-norm, we apply Lemma 2.3

‖F (∇u)− F (∇uh)‖22 &

{
‖ε+ |∇u|+ |∇uh|‖p−2

p ‖∇u−∇uh‖2p for p ≤ 2,

‖∇u−∇uh‖pp for p ≥ 2,

and, if p ≤ 2, use the stability Lemmas 3.1, 4.3 and ‖q‖p′ . max{|qa|, |qb|}. �

If higher regularity is not available for the solution of state equation (3.1), we
still have strong convergence of its finite element approximation in W 1,p(Ω).

Lemma 6.4. For p ∈ (1,∞), ε ≥ 0 let u ∈ V be the unique solution of the state
equation (3.1) and let uh ∈ Vh be the unique solution of its discrete approxima-
tion (4.8), each for the right-hand side q ∈W−1,p′(Ω). Then uh converges strongly
in V to u for h→ 0, i.e.,

(6.8) lim
h→0
‖u− uh‖1,p = 0.

Proof. The lemma is proven in [12] for the case that Ω is polyhedral. Let Ω be a
bounded convex domain with ∂Ω ∈ C2. Since C∞0 (Ω) is dense in V, there exists a
sequence (Φn) ⊂ C∞0 (Ω) with

‖u− Φn‖1,p → 0 (n→∞).(6.9)

Let ih : C(Ω) → Vh denote the Lagrange interpolation operator, see [15]. On the
stripe Σh = Ω \ Ωh we can set (ihΦ)

∣∣
Σh

= 0 for Φ ∈ C(Ω). Applied to Φn, for all
K ∈ Th it satisfies

‖Φn − ihΦn‖1,p;K ≤ c|K|1/phK‖Φn‖2,∞;K .(6.10)

Because of Lemma 6.1 the finite element solution uh fulfills

‖F (∇u)− F (∇uh)‖2 . inf
ϕh∈Vh

‖F (∇u)− F (∇ϕh)‖2 . ‖F (∇u)− F (∇ihΦn)‖2

. ‖F (∇u)− F (∇Φn)‖2 + ‖F (∇Φn)− F (∇ihΦn)‖2 .(6.11)

As the support of Φn, supp(Φn), is compact and supp(Φn) ⊂ Ω, there exists h0 =
h0(n) > 0 such that

h < h0(n) ⇒ supp(Φn) ⊂ Ωh with Ωh =
⋃

K∈Th

K.

We can then infer from (6.10) that for h < h0(n) the estimate

‖Φn − ihΦn‖1,p;Ω ≤ c|Ω|
1/ph‖Φn‖2,∞;Ω(6.12)

holds true. As the natural distance relates to the W 1,p
0 -norm, see Lemma 2.3, we

can combine (6.11) and (6.12) in order to obtain for each n ∈ N
lim
h→0
‖F (∇u)− F (∇uh)‖2 . ‖F (∇u)− F (∇Φn)‖2 .

By employing Lemma 2.3 and recalling (6.9), from this we infer the assertion. �
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7. Convergence of the approximation of the optimal control
problem

This section contains the main results of the paper: Without assuming any reg-
ularity we show for the case of piecewise constant controls that the sequence of
discrete global optimal solutions (qh, uh) has a strong accumulation point (q, u) ∈
Qad × V that is a global optimal solution of the original optimal control problem.
Under the regularity Assumption 2.4 we then prove a priori error estimates quan-
tifying the order of convergence for both variational discretization and piecewise
constant controls.

Theorem 7.1 (Convergence of global minimizers). For ε ∈ [0,∞) and p ∈ [ 2d
d+2 ,∞)

let S satisfy Assumption 2.1. For each h > 0 let qh ∈ Qh,ad be a discrete global
optimal control and uh = uh(qh) ∈ Vh the corresponding discrete optimal state,
i.e., (qh, uh) solves (Ph). Then the sequence (qh, uh) has a weak accumulation
point (q, u) ∈ Qad × V. Further, any weak accumulation point is also a strong
accumulation point, i.e., up to a subsequence

qh → q in L2(Ω), uh → u in W 1,p(Ω) (h→ 0).

Moreover, any such point (q, u) is a global optimal solution of (P ).

Proof. For each h > 0 let (qh, uh) be a global solution of (Ph). Weak accumulation
points of (qh, uh) exist in Lmax{p′,2}(Ω) × W 1,p

0 (Ω) due to the uniform a priori
bounds

‖qh‖max{p′,2} . max{|qa|, |qb|}, ‖uh‖1,p
(4.9)
. C uniformly in h .(7.1)

Now, let (q̄, ū) be a global minimizer of (P ), whose existence is ensured by Theo-
rem 3.3.

For piecewise constant controls, i.e., Qh,ad = Q0
h,ad we define Πh as L2-projection

given in Section 4. For variational controls, i.e., Qh,ad = Qad, we set Πh = Id. Then
sequence of minimizers (qh, uh) satisfies

J(qh, uh) ≤ J(Πhq, uh(Πhq)) .(7.2)

Using W 1,p(Ω) ⊂ L2(Ω) for p ≥ 2d
d+2 , we can then infer

‖uh(Πhq)− u(q)‖2 ≤ ‖uh(Πhq)− uh(q)‖2︸ ︷︷ ︸
→0 due to Lemma 4.4,(4.9),(4.7)

+ ‖uh(q)− u(q)‖2︸ ︷︷ ︸
→0 due to Lemma 6.4

h→0−→ 0 .

Therefore, inequality (7.2) implies

lim sup
h→0

J(qh, uh) ≤ lim sup
h→0

J(Πhq, uh(Πhq)) = J(q, u(q)).

Hence, any weak limit (q, u) of (qh, uh) in Lmax{p′,2}(Ω)×W 1,p(Ω) satisfies

J(q, u) ≤ lim inf
h→0

J(qh, uh) ≤ lim sup
h→0

J(qh, uh) ≤ J(q̄, ū),

as J is weakly lower semi-continuous. Analogously to the proof of Theorem 3.3,
one can show that (q, u) solves (3.1). Hence, (q, u) is a global minimizer of (P ) and

J(qh, uh)→ J(q, u) (h→ 0) .(7.3)

Further, qh ⇀ q weakly in Lmax{p′,2}(Ω) implies qh → q strongly in W−1,p′(Ω). We
apply Lemma 6.4, Lemma 4.4 (together with the bound (4.9) in the case p ≤ 2), to
see

‖uh − u‖1,p ≤ ‖uh(qh)− uh(q)‖1,p︸ ︷︷ ︸
→0 due to Lemma 4.4,(4.9)

+ ‖uh(q)− u(q)‖1,p︸ ︷︷ ︸
→0 due to Lemma 6.4

h→0−→ 0,
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in order to obtain strong convergence uh → u in W 1,p
0 (Ω). By the parallelogram

law (3.4), for q̂ = 1
2 (qh + q) and û = 1

2 (uh + u) we get

1

2
‖uh − u‖2 +

α

2
‖qh − q‖22 ≤

1

2
J(q, u) +

1

2
J(qh, uh)− J(q̂, û).

We set ũ = u(q̂). Then there holds J(q, u) ≤ J(q̂, ũ) and hence
1

2
‖uh − u‖2 +

α

2
‖qh − q‖22 ≤

1

2
J(qh, uh)− 1

2
J(q, u) +

(
J(q̂, ũ)− J(q̂, û)

)
.(7.4)

In view of (7.3) the first difference on the right-hand side of (7.4) goes to zero for
h→ 0. For the last sum, in parenthesis, we notice

2J(q̂, ũ)− 2J(q̂, û) = ‖ũ− ud‖22 − ‖û− ud‖22 .(7.5)

As already shown, uh → u in W 1,p(Ω), hence û → u in W 1,p(Ω). Moreover, as
qh → q in W−1,p′(Ω), we have q̂ → q in W−1,p′(Ω), and thus from Lemma 3.2

ũ = u(q̂)→ u = u(q) strongly in W 1,p(Ω).

By our assumption on p, p ≥ 2d
d+2 , we therefore obtain

ũ→ u strongly in L2(Ω), û→ u strongly in L2(Ω) .

Combining this, (7.5), (7.3) and (7.4), we conclude qh → q strongly in L2(Ω). �

In order to prove rates of convergence, we follow the approach presented in [36].
First let us deal with the variational discretization, i.e., only the state space is
discretized. For brevity of presentation, we name this problem

(Ps) Minimize J(qh, uh) subject to (4.8) and (qh, uh) ∈ Qad × Vh.

Theorem 7.2 (Convergence rates for variational discretization). For ε ∈ [0,∞)
and p ∈ [ 2d

d+2 ,∞) let Assumptions 2.1 and 2.4 be satisfied. For each h > 0 let
(qh, uh) ∈ Qad × Vh be a global solution of the semi-discretized optimization prob-
lem (Ps) and let (q, u) ∈ Qad × V, be a global solution of (P ). Then there exists a
constant c > 0 independent of h such that

|J(q, u)− J(qh, uh)| ≤ chmin{1, 2p} .(7.6)

Proof. We define uh ∈ Vh the solution to (4.8), for the control q. Corollary 6.3
provides us for p ∈ (1,∞) with the estimate

‖∇u−∇uh‖p ≤ chmin{1, 2p} .

The continuous embedding W 1,p(Ω) ⊂ L2(Ω) for p ≥ 2d
d+2 implies

‖u− uh‖2 ≤ c‖u− uh‖1,p ≤ chmin{1, 2p} .(7.7)

We notice the following elementary inequality that holds for all ξ1, ξ2,η ∈ Rd:∣∣|ξ1 − η|2 − |ξ2 − η|2
∣∣ = |(ξ1 + ξ2 − 2η) · (ξ1 − ξ2)| ≤ 2 (|ξ1|+ |ξ2|+ |η|) |ξ1 − ξ2|

From this and (7.7) we infer the estimate

(7.8)

|J(q, u)− J(q, uh)| =
∣∣∣∣12
∫

Ω

|u− ud|2 dx− 1

2

∫
Ω

|uh − ud|2 dx

∣∣∣∣
≤
∫

Ω

(|u|+ |uh|+ |ud|) |u− uh|dx

≤ (‖u‖2 + ‖uh‖2 + ‖ud‖2) ‖u− uh‖2

≤ chmin{1, 2p} ,
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where for the last inequality we have also used (3.2) and (4.9). As the pair (q, uh)
is admissible for (Ps), the inequality

J(qh, uh) ≤ J(q, uh)(7.9)

is fulfilled, consequently

J(qh, uh)− J(q, u) ≤ J(q, uh)− J(q, u)
(7.8)
≤ chmin{1, 2p} .(7.10)

Note that ‖qh‖max{p′,2} ≤ C uniformly in h ∈ (0, 1]. In order to obtain the reverse
inequality of (7.10), starting from (qh, uh) we construct (qh, û) by defining û ∈ V
as the solution to (3.1). Note that (qh, û) are feasible for the exact optimal control
problem (P ), although both qh and û depend on h. As a result, there holds

J(q, u) ≤ J(qh, û) .(7.11)

We can precisely use the same arguments as for (7.8) in order to obtain

|J(qh, uh)− J(qh, û)| ≤ chmin{1, 2p} .(7.12)

Combining the inequalities (7.8), (7.9), (7.11) and (7.12), we finally arrive at

−chmin{1, 2p}
(7.8)
≤ J(q, u)− J(q, uh)

(7.9)
≤ J(q, u)− J(qh, uh)

(7.11)
≤ J(qh, û)− J(qh, uh)

(7.12)
≤ chmin{1, 2p} .

This establishes the assertion. �

Now let us deal with the case that the control space is discretized. To this end,
we adapt the theory presented in [36] to our situation. In order to quantify the
order of convergence, one usually requires some regularity of the optimal control q.
In the linear setting, additional regularity of q can be proven by deriving additional
regularity of the adjoint state z. As we have seen in our discussion in Section 5 such
additional regularity can only be shown in the case of the variational discretization.

Theorem 7.3 (Convergence rates for piecewise constant controls). For ε ∈ [0,∞)
and p ∈ [ 2d

d+2 ,∞) let Assumptions 2.1 and 2.4 be satisfied. For each h > 0 and
Qh,ad = Q0

h,ad let qh ∈ Qh,ad be a discrete optimal control and uh = uh(qh) ∈ Vh
the corresponding discrete optimal state, i.e., (qh, uh) are global solutions of (Ph).
Further, let (q, u) ∈ Qad × V, be a global solution of (P ). Then there exists a
constant c > 0 independent of h such that

|J(q, u)− J(qh, uh)| ≤ chmin{1, 1
p−1} .(7.13)

Proof. We have already proven the existence of an accumulation point (q, u) in
Theorem 7.1, and assume from now on that (qh, uh) converges to this limit.

Let (q̂h, ûh) ∈ Qh,ad × V be a global solution of the following auxiliary problem
in which only the control variable is discretized:

(7.14) Minimize J(qh, uh) subject to (3.1) and (qh, uh) ∈ Qh,ad × V
In order to derive the stated error estimate, we split the error as follows:

|J(q, u)− J(qh, uh)| ≤ |J(q, u)− J(q̂h, ûh)|+ |J(q̂h, ûh)− J(qh, uh)|(7.15)

By repeating the proof of Theorem 7.2, we can estimate the second term on the
right hand side of (7.15) as

|J(q̂h, ûh)− J(qh, uh)| ≤ chmin{1, 2p} .(7.16)

This is possible as all constants appearing in this proof are only dependent of
‖q̂h‖max{p′,2} (and the regularity of Th and the characteristics of S). Note that
‖q̂h‖max{p′,2} is uniformly bounded in h ∈ (0, 1] .
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Thus it is sufficient to estimate the first term on the right hand side of (7.15).
To this end, we use again similar arguments as in the proof of Theorem 7.2. Let
us set qh := Πhq, where Πh stands for the L2-projection onto Q0

h. It is clear that
Πh : Qad → Q0

h,ad .
Let uh ∈ V be the solution to the state equation (3.1) for control qh. From

Lemma 3.2 we deduce the estimate

‖∇u−∇uh‖p .

{
‖ε+ |∇u|+ |∇uh|‖2−pp ‖q −Πhq‖−1,p′ for p ≤ 2,

‖q −Πhq‖
1
p−1

−1,p′ for p ≥ 2.
(7.17)

Due to the uniform a priori bounds (3.2), (4.9) and the stability of Πh, in the case
p ≤ 2 there exists a constant C > 0 independent of h such that

‖ε+ |∇u|+ |∇uh|‖2−pp ≤ C.

Employing Lemma 4.2, we can bound the right-hand side of (7.17) by

‖∇u−∇uh‖p ≤ chmin{1, 1
p−1} .(7.18)

From the convexity of J we conclude

J(q, u) ≥ J(qh, uu) + 〈J ′(qh, uh), (q − qh, u− uh)〉
= J(qh, uu) + α(qh, q − qh)Ω + (uh − ud, u− uh)Ω .

Since (qh, uh) is feasible for (7.14), the inequality

0 ≤ J (q̂h, ûh)− J (q, u) ≤ J (qh, uh)− J (q, u)

≤ α(qh, qh − q)Ω + (uh − ud, uh − u)Ω

follows. The last term on the right-hand side is bounded by

(uh − ud, uh − u)Ω ≤ ‖uh − ud‖2‖uh − u‖2
(7.18)
≤ chmin{1, 1

p−1}

for p ≥ 2d
d+2 . Moreover, there holds

(qh, qh − q)Ω = (qh,Πhq − q)Ω = 0

due to the definition of the L2-projection. To sum up, we get

0 ≤ J (q̂h, ûh)− J (q, u) ≤ chmin{1, 1
p−1} .(7.19)

Combining (7.15), (7.16) and (7.19), we conclude the assertion, noting that hmin{1, 1
p−1} ≤

hmin{1, 2p}. �
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