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STRONG STATIONARITY FOR OPTIMAL CONTROL OF A
NON-SMOOTH COUPLED SYSTEM: APPLICATION TO A VISCOUS
EVOLUTIONARY VI COUPLED WITH AN ELLIPTIC PDE

LIVIA BETZ*

Abstract. This paper is mainly concerned with an optimal control problem governed by a
non-smooth coupled system of equations. The non-smooth nonlinearity is Lipschitz-continuous and
directionally differentiable, but not Gateaux-differentiable. We derive a strong stationary optimality
system, i.e., an optimality system which is equivalent to the purely primal optimality condition
saying that the directional derivative of the reduced objective in feasible directions is nonnegative.
The abstract result is then applied to prove strong stationarity for optimal control of a coupled
system consisting of a viscous evolutionary VI (EVI) and an elliptic PDE. To this end, we show that
EVIs with viscosity can be formulated as non-smooth ODEs in Hilbert space in a general setting.
The non-smooth non-linearity appearing in the ODE turns out to be the solution operator of an
elliptic VI, for which we can give an explicit formula.

Key words. optimal control of coupled systems, non-smooth optimization, strong stationarity,
evolutionary VIs with viscosity, optimal control of PDEs, viscous damage evolution
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1. Introduction. In this paper, we establish strong stationary optimality con-
ditions for the following optimal control problem:

(L (0T:V) Ty, u.0)

y(t) = f(@(y(t),u(t)) ae in (0,T), y(0)=0, )
U(y(t),u(t)) =£(t) a.e. in (0,7T),

where J is a smooth objective, f is a non-smooth mapping, while ® and ¥ are smooth
non-linearities. The precise assumptions on the data are stated in Assumption 2.1
below. The essential feature of the problem under consideration is that the non-
linearity f is not necessarily Gateaux-differentiable, so that the standard methods for
the derivation of qualified optimality conditions are not applicable here. In view of
our goal to establish strong stationarity, the main novelty in this paper is the coupled
non-smooth structure in (x). This gives rise to additional challenges. We deal with
two state variables (y, u) which depend nonlinearly on each other. Moreover, the non-
smooth mapping does not act directly on either one of the states, but on a non-linear
coupling involving them. In this context, an interesting application is the optimal
control of viscous EVIs coupled with elliptic PDEs, since, as we will see, the evolution
of viscous processes is described by non-smooth ODEs as the one in (). In the end,
we obtain a strong stationary optimality system for this type of problem.

Deriving necessary optimality conditions is a challenging issue even in finite dimen-
sions, where a special attention is given to MPCCs (mathematical programs with
complementarity constraints). In [39] a detailed overview of various optimality con-
ditions of different strength was introduced, see also [25] for the infinite-dimensional
case. The most rigorous stationarity concept is strong stationarity. Roughly speaking,
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the strong stationarity conditions involve an optimality system, which is equivalent
to the purely primal conditions saying that the directional derivative of the reduced
objective in feasible directions is nonnegative (which is referred to as B stationarity).

While there are plenty of contributions in the field of optimal control of smooth prob-
lems, see e.g. [47] and the references therein, fewer papers are dealing with non-smooth
problems. Most of these papers resort to regularization or relaxation techniques to
smooth the problem, see e.g. [1,2,13, 14,20, 22,27, 29| and the references therein.
The optimality systems derived in this way are of intermediate strength and are not
expected to be of strong stationary type, since one always loses information when
passing to the limit in the regularization scheme. Thus, proving strong stationarity
for optimal control of non-smooth problems requires direct approaches, which employ
the limited differentiability properties of the control-to-state map. In this context,
there are even less contributions. Based on the pioneering work [34] (strong station-
arity for optimal control of elliptic VIs of obstacle type), most of them focus on elliptic
VIs [10,23,26,35,48]. Recently, strong stationarity for optimal control of parabolic VIs
of the first kind was proven in [5]. Regarding strong stationarity for optimal control
of non-smooth PDEs, the literature is very scarce and the only papers known to the
author addressing this issue so far are [31] (parabolic PDE), [6] (elliptic PDE) and
the more recent [9] (elliptic quasilinear PDE). We point out that, in contrast to our
problem, all the above mentioned contributions which investigate strong stationarity
deal with only one state, except [23].

Let us give an overview of the main results in this paper. In Section 2, we show strong
stationarity for the optimal control of a coupled system of equations involving a non-
smooth non-linearity. This is one of the main novelties of this paper. The result can
be extended to more complex systems that involve more equations and/or more time
derivatives. It is based on the idea from [31], which is to employ a ’surjectivity’ trick.
As it turns out, it all comes down to the following aspect: the set of directions into
which the non-smooth mapping f is differentiated - in the ’linearized’ state equation
associated to the local optimum - must be dense in a suitable space (see Lemma 2.8
and Remark 2.12).

In Section 3, we show that viscous EVIs are non-smooth ODEs in Hilbert space. It
is indeed known (in particular, in the context of Lebesgue spaces [24,45]) that such a
formulation exists, but an explicit description which applies to general Hilbert spaces
was not found in the literature. As a byproduct, a formula for the solution operator
of a general elliptic VI is given (see Lemma 3.3 below). This solution operator is
nothing else than the non-smooth non-linearity in the ODE. It allows us to establish
the following: the solution operator of the classical elliptic VI of the second kind is
directionally differentiable if and only if the projection operator onto the convex sub-
differential at 0 of the non-smooth functional in the VI is directionally differentiable.
Appendix A gives more details and some concrete examples.

Section 4 focuses on strong stationarity for optimal control of a viscous two-field gradi-
ent damage model. Here we are concerned with the application of the above mentioned
results. We first employ the findings in Section 3 to show that this concrete applica-
tion is a non-smooth coupled PDE system of the type (x), see (4.4) below. It consists
of a non-smooth ODE in Hilbert space (viscous damage evolution) and an elliptic
PDE. Then, we make use of the main result in Section 2 to derive strong stationary
optimality conditions for an optimal control problem governed by the viscous damage
model. For convenience of the reader, we included an essential proof regarding the
improved regularity of the multiplier appearing in the adjoint system in Appendix B.
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Notation. Throughout the paper, 7' > 0 is a fixed final time. If X and Y are
linear normed spaces, then the space of linear and bounded operators from X to Y

is denoted by L(X,Y), and X <% Y means that X is densely embedded in Y. The
dual space of X will be denoted by X*. For the dual pairing between X and X* we
write (.,.)x. The closed ball in X around z € X with radius o > 0 is denoted by
Bx(z,a). If X is a Hilbert space, we write (+,-)x for the associated scalar product.
The following abbreviations will be used throughout the paper:

H}(0,T; X) := {2z € H*(0,T; X) : 2(0) = 0},
H+(0,T;X) := {2z € H(0,T; X) : 2(T) = 0},

where X is a Banach space. For the polar cone of a set M C X we use the notation
M° = {z* € X*: (a*,2)x <0 Va € M}. By X)y we denote the characteristic
function associated to the set M. Derivatives w.r.t. time (weak derivatives of vector-
valued functions) are frequently denoted by a dot. The symbol 9 stands for the convex
subdifferential, see e.g. [37]. With a little abuse of notation, the Nemystkii-operators
associated with the mappings considered in this paper will be described by the same
symbol, even when considered with different domains and ranges. By max(-,0) we
denote the positive part function, while max’(z; h) indicates its directional derivative
in the point z in direction h. Similarly, min(-,0) stands for the negative part function.

2. Strong stationarity for optimal control of non-smooth coupled sys-
tems. This section is devoted to one of the main results of the paper, i.e., the deriva-
tion of a strong stationary optimality system for the optimal control of (x). After
introducing the functional analytical setting, we start our analysis with a purely pri-
mal optimality condition (B-stationarity). Then, we exploit and extend the trick
from [31] to derive our strong stationary optimality conditions. As it turns out, gen-
erally speaking, the key role is played by the density (in certain spaces) of the set of
directions into which the non-smooth mapping f is differentiated in the ’linearized’
state equation (associated to a local minimum), see (2.5) and Lemma 2.8 below. To
ensure that this is satisfied, we formulate an assumption on the optimizer ('constraint
qualification’) which is based on the particular structure of the state equation under
consideration. Let us point out that this ’constraint qualification’ is satisfied by the
optimal control of the viscous two-field damage model considered in Section 4 below.

Our optimal control problem reads as follows:

i J(y,u,l
bl T

st gt) = f(P(y(t),u(t))) a.e. in (0,7), y(0)=0, (P)
U(y(t),u(t)) =£(t) ae. in (0,T),
ye HY0,T;Y), wue L*0,T;U).

ASSUMPTION 2.1. For the quantities in (P) we require the following:

V., Y, and U are real reflexive Banach spaces, such that V <i> U*.

2. The mappings ® : Y XU — Y* and ¥ : Y XU — U* are Gateauz-differentiable
operators. Moreover, they are Lipschitz-continuous, i.e., there exists L > 0
such that

HCI),(yvu)”C(YXU;Y*) < La ||\Ill(y7u)||C(Y><U;U*) < L V(y,u) €Y x EJ )
2.1
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3. The non-smooth function f:Y* =Y is assumed to be Lipschitz-continuous
and directionally dzﬁerentz’able i.e.,

fo—i—Th) f(z H

-
4. The objective J : L?>(0,T;Y) x L2(0,T; U) x L?(0,T;V) — R is Fréchet-
differentiable.
Let us observe that the Nemytskii operator associated to the function f is directionally
differentiable from L?(0,7;Y*) to L?(0,T;Y) with
f'(@;h) = f'(@();h()) € L*(0,T3Y) (2.3)
for any x,h € L?(0,T;Y*). This is a result of Assumption 2.1.3 combined with

Lebesgue’s dominated convergence theorem. In view of the latter and Assumption
2.1.2, we also deduce that the Nemytskii operators

®: L*0,T;Y) x L*(0,T;U) — L*(0,T;Y™*),
U L2(0,T;Y) x L*(0,T;U) — L*(0,T;U*)

00 Va,heY*. (2.2)

are Gateaux-differentiable, with

9y ®(y, u)(0y) = Oy (y(-), u(-))(6y(-)), Fu®(y,u)(0u) = OuP(y(-), u(-))(6u(-)),

Oy W (y, u)(dy) = 9y W (y(-),u(-))(6y(-)),  Ouw¥(y,u)(du) = 0u W (y(-), u(-))(du(-))
for all (y,u), (8y,du) € L*(0,T;Y x U). In the proof of Theorem 2.11 below, it will
be useful to keep the following in mind:

LEMMA 2.2. The adjoint operators of the partial derivatives 0f<I> and ¥ satisfy

0y ®(y,w)* + L2(0,T3Y) — L*(0,T5Y™), 9, ®(y,u)" (n)(t) = 3,2 (y(t), u(t))" (n(t)),
0u®(y, w)* : L*(0,T5Y) — L*(0,T5:U%),  9,®(y,u)" (n)(t) = 9u®(y(1), u(t))*(n(t)),
5y\1’(y,U)*:L2(07T; U) = L*0,T;Y"), 9, (y, u)* (v)(t) = 9, W(y(t), u(t))" (v(t),

WU (y,u)" s L2(0,T5U) — L0, T5U%), 04 (y, u)* (v)(t) = 3u (y(t), u(t))* (v(t))

)

f.a.a. t € (0,T) and for all (y,u) € L*(0,T;Y x U).

Our focus in this section is to derive strong stationary optimality conditions for the
optimal control problem (P). To keep the demonstration concise, we do not discuss
the unique solvability of the state equation nor the differentiability properties of the
resulting solution operator. These issues will be addressed in detail for the application
considered later on, see Section 4 below.

Here, the properties we need from the control-to-state map in order to prove the main
result (Theorem 2.11) are just assumed to be true. We collect them in the following

AssUMPTION 2.3 (Control-to-state map and directional differentiability).

1. Throughout this section, we assume that for every £ € L*(0,T;V), the state
equation

<.

—~
~

~—
Il

F@y(t)u(t)  a.c. in (0,T), y(0) =0, } (2.4)

P(y(t),u(t)) = £(t) a.e. in (0,T)
admits a unique solution (y,u) € HZ(0,T;Y) x L*(0,T;U) and denote the
associated solution operator by

S:L*0,T;V) 3 £ (y,u) € Hy(0,T;Y) x L*(0,T; U).
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2. The mapping S : L*(0,T;V) — L2(0,T;Y) x L?(0,T;U) is directionally
differentiable, i.e.,

H S(+70)—S(¥)

T

00 Ve e LA0,T; V).

_5'(; 54)’
L2(0,T;Y)x L2(0,T;U)

Moreover, we suppose that for any £,06¢ € L*(0,T;V), the pair (§y,du) :=
S'(6;6¢) € HY(0,T;Y) x L?(0,T;U) is the unique solution of

dy(t) = f'(@(y(t), u(t)); @' (y(t),u(t))(6y(t),du(t))) a.e. in (0,T), 5y((02)5:)o,

W (y(t), u(t))(Gy(t), Su(t)) = 5(t)  a.e. in (0,T), (2.5b)

where we abbreviate (y,u) := S(£).
3. For any £ € L*(0,T;V), there exists a constant K > 0 so that

18 (¢;60)|| 207y xvy < K ||6€] 20,70y Vo€ € L*(0,T5V). (2.6)

If 8y, du) € HE(0,T;Y)x L2(0,T;U) solves (2.5) with r.h.s. 6¢ € L*(0,T;U*)
and if there exists a sequence {54, },, C L?(0,T; V) with 84, — 6¢ in L*(0, T;U*),
then S’ (¢;8¢,,) — (6y,0u) in L*(0,T;Y x U).
REMARK 2.4. Assumption 2.5.3 is for instance guaranteed if for any £ € L*(0,T;V)
there exist constants a > 0 and K > 0 so that for all £1,4y € Br2(o,1,v)(¢, @) it holds

1S(1) = S(l2)ll 20,7y xv) < K [[€1 — L2l 20,70+ (2.7)
and if the solution (5Ay, 5Au) is unique. To see this, we observe that (2.7) implies

18" (£;661) = S"(;66%) || L2 (0,77 xvy < K |06 =60%|| 20,00y V61, 80% € L2(0,T; V),
(2.8)
by the definition of the directional derivative. Hence, (2.6) is true. Moreover, in view
of (2.8), {S"(¢;64,)}n C L2(0,T;Y xU) is a Cauchy sequence, and thus, it converges.
Its limit, say z, solves (2.5) with r.h.s. 6£, and due to its unique solvability, we have
z = (dy, ou).
In particular, this means that Assumption 2.3.3 is satisfied when V. = U* and S :
L*(0,T;V) — L*(0,T;Y x U) is locally Lipschitz-continuous.
Note that the estimate (2.6) is needed only in the first part of the proof of Theorem
2.11 below and can thus be dropped if e.g. V' (y(-),u(-)) € LY x U;V) a.e. in (0,T)
or if J is partially Frechet-differentiable w.r.t. £ on L?(0,T;U*).

Finally, let us point out that in the upcoming analysis we will employ Assumptions
2.8.2-8 just for local minimizers of (P).
In the sequel, Assumptions 2.1 and 2.3 are tacitly assumed, without mentioning them

every time.

Now, we turn our attention to proving our main result. We begin by stating the first
order necessary optimality conditions in primal form.

LEMMA 2.5 (B-stationarity). If £ € L2(0,T;V) is locally optimal for (P), then there
holds

Oy T (S(0),0)S' (0;50) + 0, J(S(D),0)5¢ > 0 Vol € L*(0,T;V).  (2.9)
5



Proof. In view of Assumptions 2.1.4 and 2.3.2, we deduce from [23, Lemma 3.9] that
the composite mapping L*(0,T;V) 3 £ — J(S(¢),{) € R is directionally differen-
tiable at £ in any direction 6/ with directional derivative , .,yJ(S(£),£)S'(¢; L) +

¢ J(S(£),£)6L. The result then follows immediately from the local optimality of ¢. O
AsSUMPTION 2.6 (’Constraint Qualification’). For any local optimum £ of (P), we
assume that Rg(0, P (7, w)) N L2(0,T;Y*), where (7,1a) := S({).

REMARK 2.7. (i) We point out that Assumption 2.6 is due to the presence of the
additional variable u in the argument of the non-smooth mapping f. Roughly speaking,
it is the price to pay for having two states on which the non-smoothness acts. We
emphasize that the claim concerning the local minimizer in Assumption 2.6 is essential
for deriving the strong stationary optimality system (2.19) below and it thus plays the
role of a ’constraint qualification’, cf. e.g. [47, Sec. 6]. This terminology has its roots
in finite-dimensional nonlinear optimization, where it describes a condition for the
(unknown) local optimizer which guarantees the existence of Lagrange multipliers such
that a KKT-system is satisfied, see e.g. [15, Sec. 2]. In the non-smooth case, the KKT
conditions correspond to the strong stationary optimality conditions, see Remark 2.14
below. For these reasons, we sometimes refer to the statement in Assumption 2.6 as
‘constraint qualification’ in the sequel.

(i) Furthermore, let us point out that Assumption 2.6 is satisfied at any ¢ by the
example considered in Section 4, see (4.21) below.

The next result is crucial for proving the strong stationarity result in Theorem 2.11:
LeEMMA 2.8 (Density of the set of arguments of f/(® (g, @);-)). Let £ € L*(0,T;V) be

a local optimum of (P) and (g, a) := S(¢). Under Assumption 2.6, it holds
(@ (g,0)(S'(F;60)) : 60 € L2(0,T5V)} <> L2(0,T;Y).

Proof. Let p € L?(0,T;Y*) be arbitrary, but fixed. Then, the mapping

0TIzt i €Y. §0):= [ F@EE A A (210)

satisfies §(0) = 0 and § € H'(0,T;Y). Note that the regularity of § is due to (2.3).

We observe that ¢ fulfills

d . _ _ o . N . .

290 = (@), a(t); 9,2(5(t), a(t))g(t)+p(t) -0, ®(G(t), u(t))y(t)) a.e. in (0,T).
(2.11)

In view of Assumption 2.6, there exists a sequence {i,, },, C L?(0,T;U) such that

2u®(Y, Wi, — p — 0y ®(g, @)y in L*(0,T;Y*) as m — oco. (2.12)
For any m € N, consider the equation

i:&m(t) = f1(@(F(1), u(t)); @' (5(t), a(t)) (Gm (1), im(t))) ae.in (0,T), §m(0) = 0.

dt
(2.13)
Due to Assumption 2.1.3, the mapping f'(x;-) : L2(0,T;Y*) — L?(0,T;Y) is Lipschitz-
continuous for any x € L?(0,T;Y*) with the same Lipschitz constant as f; this follows
from the definition of the directional derivative and the Lipschitz-continuity of f. In
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view of the assumptions on ® (see Assumption 2.1.2), we can employ a classical
contraction argument, cf. e.g. [12, Thm. 7.2.3], to show that (2.13) admits a unique
solution §,,, € H'(0,T;Y). Now, we define

b= W (G(), 1) G (), o () € L2(0,T5U) (2.14)
such that the pair (§m, @) € HE(0,T;Y) x L2(0,T;U) solves the system (2.5) asso-
ciated to ¢ with right-hand side /,, € L2(0,T;U*), i.e.,

gQm(t) = f(@@), a(t)); @' (G(t), @(t)) (G (1), @m(t))) a-e.in (0,T), §m(0) =0,

dt
U (), w(t)) (Gm (t), am(t)) = gm(t) a.e. in (0,7).

Owing to the Lipschitz-continuity of the directional derivative of f (w.r.t. direction)
and (2.1) combined with Gronwall’s inequality, we further obtain from (2.11) and
(2.13)

9m = 9l 0,17y < ¢l|Ou® (Y, Wit — (p — 0y (7, 0)9) || L20.17:v-) — 0 as m — oo,
(2.16)
where ¢ > 0 is a constant dependent only on the given data. Note that the convergence
in (2.16) is due to (2.12). By relying on the Gateaux-differentiability of ®, we have

Oy ® (Y, W)fm — 9y®(y,w)g in L*(0,T;Y™*) as m — oo, (2.17)
as a result of (2.16). Combining (2.12) and (2.17) gives in turn the convergence

O (7, 0) (G, Um) — p in L2(0,T;Y™) as m — oo. (2.18)

Moreover, thanks to V/ 4 U*, cf. Assumption 2.1.1, it holds L?(0,T; V) A g2 (0, 75;U%),
see [31, Lem. A.1|. Thus, for any m € N there exists a sequence {¢™},, C L*(0,T;V)
so that 0™ — 0, in L*(0,T;U*) as n — oco. Since above we established that
(G i) € HE(0,T;Y)xL2(0,T; U) solves (2.5) with right-hand side ¢,,, € L2(0,T;U*),
we can apply Assumption 2.3.3, which tells us that S’ (¢; 66™) — (Gm, @) in L2(0,T; Y x
U) as n — oo, for any m € N. Hence, by the continuity of ®(y, @) : L?(0,T;Y xU) —
L?(0,T;Y*), we have the convergence

@' (g, u)S"(£:607) = @' (§,0) (G Um)  in L2(0,T;Y™) asn — oo

for any m € N. In view of (2.18), we can finally construct a sequence {Mg(m)}m C
L?(0,T; V) such that

o' (5, )8 (£;067,0) = p in L*(0,T;Y*) as m — oo.

Since p € L2(0,T;Y*) was arbitrary, the proof is now complete. O

ASSUMPTION 2.9. For any local optimum ¢ of (P), we assume that there exists
A€ L%0,T;Y) so that —0,®(y,0)*\ = 0y J (¥, 4, L) + 0,9 (y,u)*0eJ (y,u,l), where
(7, u) :=S(0).

REMARK 2.10. Assumption 2.9 is needed only for the solvability of the adjoint sys-
tem (2.19a)-(2.19b)-(2.19d) below. Let us point out that, given a concrete setting, this
can be checked by regularizing the non-smooth problem [1] (unless the assertion in
Assumption 2.9 follows immediately, e.g. if 0,®(y,u)* : L*(0,T;Y) — L*(0,T;U*)
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is surjective). The solution (£, \,w) then arises as limit of the sequence of solutions
(€e, Ae,we) of the reqularized adjoint system for reqularization parameter € \, 0. By
choosing a suitable smooth approzimation of f, the regularity of (&, Ae,we) may be
preserved in the limit so that (£, \,w) € H:(0,T;Y*) x L*>(0,T;Y) x L*(0,T;U) fol-
lows. This will be the case in Section 4 below. There, the solvability of the adjoint
system can be directly infered from (2.19a)-(2.19b)-(2.19d), except the desired reqular-
ity of \, for which we resort to a reqularization approach as explained above, see also
Remark 4.4 below. Note that in [31] too, the desired regularity of the adjoint state
(which was crucial for deriving strong stationarity) cannot be simply deduced from the
unregularized adjoint system [31, (5.2)] and it is a consequence of the limit analysis
concerning the regularized adjoint system [31, (4.16)], see [31, Thm. 4.16].

We are now in the position to state our main result:

THEOREM 2.11 (Strong stationarity). Suppose that Assumptions 2.6 and 2.9 are
satisfied. Let £ € L*(0,T;V) be locally optimal for (P) with associated state (ij,u) :=
S(£). Then, there exist unique adjoint states

€€ H3(0,T;Y*) and we L*(0,T;U)
and a unique multiplier A € L*(0,T;Y) such that the following system is satisfied
€= 0,07, 1) N+ 0, 0(5, 1) w = 9, (7. 0. ) in L2(0,T:Y"), €(T) =0,

(2.19a)

—0,® (7, 0)* A + 0,9 (7, 0)*w = 8, J(§,u,0) in L*(0,T;U*), (2.19b)
€@, f(@(y(t),a(t));v))y = (AMt),v)y~ Vv eY™, ae in (0,T), (2.19¢)
w4 0¢J (7,1, 0) =0 in L*(0,T;U). (2.19d)

Proof. (1) We first prove that there exists a unique tuple (£, w, ) which satisfies
(2.19a), (2.19b) and (2.19d) and has the desired regularity. As a result of (2.9) and
(2.6), we get the estimate

=00 (7, 4, )60 < |0¢y.u) I (W 220,77 x£2 0.0+ 15" (6 80) || 120,77 1)

< cK |6 20,mv+) VoL EL*0,T;V),

whence 9,J (9,1, ¢) € L*(0,T;U) follows (by the Hahn-Banach theorem or the density

assumption V' 5 U*). Then, we set w := —9,J(7,4,¢) € L?(0,T;U). Owing to
Assumption 2.9, there exists A € L?(0,7T;Y) such that (2.19b) is fulfilled. Moreover,
in view of Assumption 2.6, 9, ®(y,u)* : L?(0,T;Y) — L?(0,T;U*) is injective, which
yields the uniqueness of \. Further, Lemma 2.2 and Assumption 2.1.4 imply that the
expression

v = 0,J (g, u,0) + 8, ®(y,u)" A — 9, ¥ (y, ) w (2.20)
belongs to L?(0,T;Y*). Now, let us define

T
0,T]5¢t— () € Y™, (1) ;:/ W(s) ds, (2.21)

such that £(T') = 0, £ € H'(0,T;Y*), by the regularity of v, and —£(t) = v(t) f.a.a.
€ (0,T). We now observe that the tuple (£, w,\) satisfies (2.19a), (2.19b), and
(2.19d). Moreover, it has the desired regularity and is unique.
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(2) It remains to show that the variational inequality (2.19¢) is true. To this end, we
extend the basic idea from [31, Proof of Thm. 5.3]. Let p € L%(0,T;Y*) be arbitrary,
but fixed. According to Lemma 2.8, there exists {6¢,,} C L?(0,T;V) such that

' (g, ) (6yn, dun) — p in L*(0,T;Y™*) as n — oo, (2.22)

=pn

where we abbreviate (§y,,6u,) = S'(¢;64,) and py, = @ (F(-), a(-))(6yn(:), Sun(-))
for all n € N. By relying on the B-stationarity, cf. (2.9), and by testing (2.19a),
(2.19b), and (2.19d) with dy,,, du,, and 64, respectively, we obtain

0 < 8y J(§, w, 0)0yn + 0uJ (5, U, £)0un + 0pJ (5, w, )5,

/ .3 (1) dt — (0,875 N — 0,97 7)" w69, 0.
3 ) w— 0, (I)(yz ) /\a5Un>L2(O,T;U) - <5€n7w>L2(0,T;U)

=/ (E(1), 8y, (t))y dt + (8, ¥(F, @)0yn + OV (G, @) un — 6n, w) 2(0.7:07)
0

— {0y ®(Y, w)dyn + OuP(Y, W)oun, A) 12(0,7;v)

:/0 (@), f1(@(5(), ult)); pu(t))y dt—/o (A(®), pn(t))y~ dt Vn €N,

(2.23)
where the second identity follows from integration by parts, dy,,(0) = 0, and £(T") = 0
while the last identity is a result of (2.5a) tested with &, (2.5b) tested with w, and
the above definition of p,. Letting n — oo in (2.23) leads to

T T
0 S/ (@), f/(@(g(t), at)); p(t)))y dt—/ (M), p(t))y= dt ¥ pe L*0,T;Y™),
0 0
(2.24)
in view of (2.22). Here we used the fact that f/(®(y,u);-) : L2(0,T;Y*) — L?(0,T;Y)
is continuous, by the Lipschitz-continuity of f, cf. Assumption 2.1.3, see also (2.3).
Now, consider v € Y* and ¢ € C§°(0,T) with ¢ > 0 be arbitrary. By setting
p = v € L?0,T;Y*) in (2.24) and by employing the positive homogeneity of the
directional derivative, we get

T T
/O ), £ (@(E),a(t):0))ve(t) di > / ), )y~ (t) dt
YoeY™ ¢eC50,T), ¢ > 0.

The fundamental lemma of the calculus of variations then gives (2.19¢). The proof is
now complete. O

REMARK 2.12 (Deunsity of the set of arguments of f/(®(g,u);-)).

(i) The proof of Theorem 2.11, see (2.23), shows that it is essential that the set of
directions into which the non-smooth mapping f is differentiated - in the ’linearized’
state equation associated to { - is dense in a (suitable) Bochner space (which is basi-
cally the assertion in Lemma 2.8). Let us point out that this aspect is also crucial when
deriving strong stationarity for optimal control of more complex non-smooth coupled
systems (which may involve more than two equations and/or more time derivatives
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acting on the states).

(i) Note that Assumption 2.6 is due to the structure of the state equation under con-
sideration. In a different, perhaps more complex setting, this ’constraint qualification’
may read completely differently, but it should imply that the set of directions into which
f is differentiated - in the ’linearized’ state equation - is dense in an entire space.
(iii) Finally, let us remark that the observations made here are consistent with the
results in [31]. Therein, the direction into which one differentiates f - in the ’lin-
earized’ state equation - is the linearized’ solution operator at ¢, such that the coun-
terpart of Lemma 2.8 is the density of the image of S'({;-) in a suitable Bochner space,
i.e., [31, Lem. 5.2]. In [31], there is no ’constraint qualification’ in the sense of As-
sumption 2.6, since the authors deal with one state, see Remark 2.7.(i). However, the
density assumption [31, Assump. 2.1.6] can be regarded as such, in view of Remark

2.16 below.

To see that (2.19) is indeed of strong stationary type, cf. Section 1, we prove the
following:

THEOREM 2.13 (Equivalence between B- and strong stationarity). Assume that £ €
L2(0,T; V) together with its states (y,u) € HY(0,T;Y) x L?(0,T;U), some adjoint
states (§,w) € HX(0,T;Y*) x L*(0,T;U), and a multiplier X\ € L*(0,T;Y) satisfy
the optimality system (2.19a)—(2.19d). Then, it also satisfies the variational inequality
(2.9). If Assumptions 2.6 and 2.9 are satisfied, (2.9) is equivalent to (2.19a)—(2.19d).

Proof. To show the first assertion, let 6/ € L?(0,T;V) be arbitrary, but fixed and
define (dy, du) := S’(¢; 6¢). We proceed as in the proof of (2.23) to obtain

0y J (7,1, )8y + 0y J (Y, 0, £)u + 9, J (g, u, )¢

T
= /O (€@), f(@®@t), ult); ' (5(t), u(t)) (6y(t), u(t))))y dt (2.25)
T
- /0 (A1), @ (5(t), a(t))(dy(t), du(t)))y~ dt.

Note that one does not need local optimality for ¢ or Assumptions 2.6 and 2.9 to
prove (2.25). The variational inequality (2.9) follows by testing (2.19¢) with v :=
@' (g, u)(0y, du)(t) € Y* fa.a. ¢t € (0,T) and by using the resulting inequalities on the
right-hand side of (2.25). Moreover, if Assumptions 2.6 and 2.9 are satisfied, then
(2.9) implies (2.192)—(2.19d), see the proof of Theorem 2.11. This shows the second
assertion.[]

REMARK 2.14. If f is Gateauz-differentiable at ®(g(t),u(t)) a.e. in (0,T), then
(2.19¢) is equivalent to

A = (£(@@),5)) €@) ae in (0,7),

by the linearity of f'(®(g(t),u(t))). Thus, the optimality system in Theorem 2.11 re-
duces to the very same optimality conditions which one obtains when directly applying
the KKT-theory to (P), cf. [47], i.e., (2.19) is the classical KKT-system, provided
that f is Gadteaux-differentiable at ®(g(t),u(t)) a.e. in (0,T). Note that this yields
the Gateaus-differentiability of S at £, in view of (2.5).

REMARK 2.15. IfY = LY(Q) with q € (1,00) and if f : Y* — Y is the Nemytskii
operator associated to some mapping f : R — R, then (2.19¢) is equivalent to a similar
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sign condition which holds a.e. in (0,T) x Q. This will be the case in Section 4, where
we apply the result of Theorem 2.11 on a concrete setting, see (4.19c) below.

REMARK 2.16. The entire analysis in this section carries on if we consider an ad-
ditional (non-linear) operator acting on the control, say G : V. — U*, so that the as-
sociated Nemytskii operator G : L*(0,T; V) — L?(0,T;U*) is Gateaua-differentiable.
Then, Assumption 2.3 has to be changed accordingly, and the ’constraint qualifica-
tion’ in Assumption 2.6 also contains the condition RgG'({) N L2(0,T;U*). We
emphasize that such a density assumption is to be expected, see [6,31,35]. In all these
contributions, the operator acting on the control is linear at best (mostly, G is just an
embedding). For simplicity reasons, we also stick to the case when G is the embedding

d
operator V.— U*, cf. Assumption 2.1.1.

REMARK 2.17 (Absence of control constraints). An inspection of the proof of The-
orem 2.11 shows that the arguments cannot be applied if the controls are restricted
by additional constraints. The same observation was made in [35], where strong sta-
tionarity for optimal control of the obstacle problem is shown to be necessary for local
optimality. Let us however mention [48] in this context, where pointwise constraints
on the control are considered and strong stationarity is proven by requiring that the
(unknown) optimizer satisfies certain assumptions.

3. Formulation of viscous evolutionary VIs as non-smooth ODEs. This
section focuses on proving that the following viscous evolution

R(n)—R(y()+Vy(t),n—y(t)y = (g(y(@),£(t)),n—y(t))y VneY, ae in(0,T)

(EVI)
is equivalent to a non-smooth ODE in the Hilbert space Y (see Theorem 3.7 below).
In the case of coupled systems consisting of an EVI and an elliptic PDE, such as (4.1)
(see also (4.9)) below, the mapping ¢ contains the solution operator of the PDE, so
that the non-smooth ODE (3.8) below is obtained by a reduction of one of the states,
cf. the upcoming Section 4 (in particular, the proof of Lemma 4.1.1). Note that (EVI)
is a generalization of the classical evolutionary VI with viscosity, see e.g. [43, Chp.
4]. In addition, we are concerned with the differentiability properties of the solution
map associated to (EVI). The non-smooth non-linearity appearing in the ODE (3.8)
is the solution operator of an elliptic VI of the second kind, for which we give an
explicit formula. Moreover, we state a condition which is necessary and sufficient for
the directional differentiability thereof (cf. Corollary 3.4 below).

The results established in this section will be later on combined with the findings
from Section 2, in order to establish strong stationarity for the optimal control of a
concrete viscous EVI (coupled with an elliptic PDE), see Section 4.

In all what follows, £ € L?(0,T;H) is fixed. Here, H is a real reflexive Banach space,
while Y is a real Hilbert space.

ASSUMPTION 3.1. For the operators in the viscous EVI we require:

1. The non-smooth functional R : Y — (—o0,00] is proper, convex, lower semi-
continuous and positively homogeneous, i.e., R(an) = aR(n) for all a > 0
and allmeyY.

2. The viscosity operator V € L(Y,Y™) is coercive, i.e., there exists ¥ > 0 so
that (Vn,m)y > 9||n||3- for all n € Y. Moreover, V is self-adjoint, i.e.,
Yn,y)y = Vy,m)y for alln,y €Y.
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3. The mapping g : Y X H — Y™ is directionally differentiable and Lipschitz-
continuous.

In the sequel, Assumption 3.1 is tacitly assumed, without mentioning it every time.

Note that, in view of Assumption 3.1.2, the operator V induces a norm on Y, which

will be denoted by ||- ||y := \/(V-,)y. Similarly, the operator V~! induces a norm on

Y™, which we abbreviate || - ||y-1 := y/(V~!, )y~ in the following. We remark that
I - v and || - |[y-1 are equivalent to || - ||y and || - ||y~, respectively.

DEFINITION 3.2 (The non-smooth non-linearity). Let us define the function F :
Y* =Y as

F(w) ==V Hw— Pyroyw), (3.1)

where Pyr(oy : Y — Y™ is the (metric) projection onto the set IR(0) w.r.t. the inner
product (V=1 -)y+, i.e., Pypoyw is the unique solution of

1 )
“lw — 3 3.2
Lo 5l = nlly- (3.2)

foranyw e Y.
LeEmMMA 3.3. The mapping F : Y* 5 w — 2z € Y is the solution operator of the
following elliptic VI

R(n) — R(2) + (Vz,n — 2)y 2 (w,n—2)y VneYy. (3.3)

Thus, (3.3) is equivalent to z = V™ (w — Pyroyw) for any w € Y*.

Proof. We present two alternative proofs. The first one is based on convex analysis
tools and it involves the dual formulation of (3.3). Moreover, it highlights the back-
ground of Definition 3.2, see (3.5) below, by showing step by step how does one arrive
at the formula (3.1) for the solution operator of (3.3). The second proof is just a
consequence of [8, Prop. 2.1].

(i) Let w € Y* be arbitrary, but fixed. We define Ry, : Y — (—o00, 0] as
1
Ry(n) := R(n) + illﬁ\lfz- (3.4)
Straight-forward computation shows that the conjugate of %H -|1% is given by
* 1 2 1 2
G:Y" =R, Gu)=sup(p,n)y —5lnlly = Sllulli--
ney 2 2
By (3.4) and sum rule for conjugate functionals, see [28, Thm. 3.3.4.1], it holds

1
R5(w) = inf R* Glw—p)= inf =llw—pl3.
v(w) nf, (1) +G(w —p) Me%ng(oﬂ”w 1y 55

1
§||W — Porioyw|3-1,

where for the second identity we used R* = Iyg(p), which is due to the positive
homogeneity of R. Note that if the operator V is a positive scalar (and Y = Y™*), then
(3.5) coincides with the Yosida approximation of Iyp(), see e.g. [38, (5.46)]. Further,
in view of [21, Lem. 4.1] and (3.5), in combination with (3.1), we have

O(RY)(w) = VHw— Pyryw) = F(w) inY.
12



Since Ry is convex, lower semicontinuous, and proper, we now deduce by a well-known
convex analysis result that

w € ORy(F(w)) = OR(F(w)) + VF(w) in Y™,

in view of (3.4) and sum rule for subdifferentials. Thus, F(w) € Y solves (3.3). As
(3.3) is uniquely solvable, see e.g. [17], the proof is now complete.

(ii) The assertion is a direct result of [8, Prop. 2.1] combined with the fact that, for

any w € Y*, the projection Pypyw € 0R(0) is characterized as the unique solution
of

(V" (w = Popoyw), i — Poroyw)y- <0 Vu € OR(0). (3.6)

Note that here we used the information that V! is self-adjoint, which is a consequence
of Assumption 3.1.2. This concludes the proof. O

As an immediate consequence of Lemma 3.3 and Assumption 3.1.2, we have the
following

COROLLARY 3.4. The solution operator F : Y* dw— z € Y of (3.3) is directionally
differentiable at w € Y™ if and only if the projection operator Pyr) : Y™ — Y™ is
directionally differentiable at w € Y*. If this is the case, then

F(@;0w) = V(6w — Proy(@;dw)) Véw e Y™ (3.7)

REMARK 3.5. A criteria for the directional differentiability of F (or equivalently, of
Pyr(0)) is given in Lemma A.1. This is formulated in terms of the polyhedricity of
the set OR(0). In Appendiz A we give some concrete examples of functionals R, for
which the associated mapping F is directionally differentiable.

REMARK 3.6. With the result in Corollary 3.4 at hand, the analysis in some papers
addressing the differentiability of VIs of the second kind via a polyhedricity condi-
tion [3, 26, /4] could have been reduced. Once the polyhedricity of OR(0) was shown
or assumed, there is no need to provide uniform bounds and different relations for the
difference quotients [26] as well as dual formulations of the original VI [3,44], since
the desired differentiability follows then from [19, Thm. 2] and Corollary 3.4. Note
that this is in accordance with [8, Thm. 2.3].

However, there are other contributions such as [7], where the authors make assump-
tions which guarantee the directional differentiability of the solution operator of the
considered VI of the second kind, without resorting to polyhedricity, see also [10]. As
a consequence of Corollary 3.4 and [7, Thm. 4.14], [7, Assumption 4.53] is for in-
stance sufficient for the directional differentiability of the metric projection Ppr(o) :
LP(Q) — HF(Q)* with p > n/2, where @ C R™, n € {2,3}, is a bounded Lipschitz
domain, R = || - [|p1(q) and V := —A. A similar assertion concerning the weak direc-
tional differentiability of the above metric projection follows from [10, Assumptions
3.1 and 3.2] combined with Corollary 3.4.
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THEOREM 3.7 (Viscous EVIs are non-smooth ODEs in Hilbert space).

1. The viscous problem (EVI) is equivalent to the following ODE
y(t) = Flg(y(t),£(t))) inY a.e. in (0,T), (3.8)

where F is given by (3.1) and £ € L*(0,T;H). Ify(0) = 0, then (EVI) admits
a unique solution y € H}(0,T;Y) for every right-hand side ¢ € L*(0,T;H).

2. The associated solution map S : L*(0,T;H) > £ — y € H(0,T;Y) is di-
rectionally differentiable at £ € L*(0,T;H), if F : Y* — Y s direction-
ally differentiable at g(g(t),4(t)) f.a.a. t € (0,T) or, equivalently, if Pygo) :
Y* — Y™ does so, where we abbreviate § := S(¢). Its directional derivative
Sy = 8'(4;0¢) at £ in direction 6¢ € L*(0,T;H) is the unique solution of
dy(t) = F'(9(g(t), £(t)); g’ ((3(2), £(1)):(dy(t), 64(t))))  a.e. in (0,T), 52/((()) =>0-

3.9

Proof. 1. The first assertion is due to Lemma 3.3. As a result thereof, (EVI) reduces
to

y(t) =G(y(t),t) inY a.e. in (0,7),

where G : Y x (0,T) 3 (n,t) = F(g(n,£(t)) € Y. By the global Lipschitz-continuity
of F and g, we have that G maps L?(0,T;Y) to L*(0,T;Y). Moreover, G(:,t) is
Lipschitz-continuous f.a.a. t € (0,T), with Lipschitz-constant independent of ¢. The
unique solvability of (EVI) with initial condition y(0) = 0, as well as the Hg(0,T;Y)-
regularity, now follows by a contraction argument, see e.g. [12, Thm. 7.2.3].

2. By arguing as in the first part of the proof, we get that, for any §¢ € L?(0,T;H),
(3.9) admits a unique solution dy € H(0,T;Y). Further, we observe that F is
Hadamard directionally differentiable at g(7(t),£(t)) f.a.a. t € (0,T) [40, Def. 3.1.1],
as a result of [40, Lem. 3.1.2(b)]. Note that here we employed again the Lipschitz-
continuity of F. Since g is directionally differentiable, by Assumption 3.1.3, chain

rule [41, Prop. 3.6(i)] implies that
G:=Fog

is (Hadamard) directionally differentiable at (7(t), £(t)) with

G ((5(6),66)): 1) = F (o), T)); ¢ (5(6), E8):h)) YR e YxH, faa.te (0,7).
~ (3.10)

For simplicity, in the following we abbreviate §™ := S(¢ + 7¢), where 7 > 0 and

8¢ € L%(0,T;H) are arbitrary, but fixed. Due to the above and by combining the

equations for §7, ¢ and (3.9), we obtain

(- sy) ) = G (o) “”W;(t))@@(t), (1)
— G (), €(t)); (Gy(t),50(t)))  ae. in (0,T), (3.11)

T

(g 7_17 ~6y)(0) = 0.
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This implies

(2 - s,

<

Y

T

=:A,(s)

y7(s) —y(s)

</OtL@ —§y(s)Hy+AT(s)ds Vit e[0,T],
(3.12)

where Lz > 0 is the Lipschitz-constant of G:Y xH— Y'; recall that F and g are
globally Lipschitz-continuous. Applying Gronwall’s inequality in (3.12) then yields

- t

[(E=2 ) §c/ A(s)ds Ve [0,T), (3.13)
T Y 0

where ¢ > 0 is a constant dependent only on the given data. Now, (3.11) and esti-

mating as in (3.12), in combination with (3.13), leads to

On the other hand, we recall the definition of A, in (3.12) and the fact that G is
directionally differentiable at (g(t),4(t)) f.a.a. t € (0,T), from which we deduce the
convergence A.(t) — 0 fa.a. t € (0,T), as 7 \, 0. Moreover, by relying again on the

global Lipschitz-continuity of G, we have

T

y

— o

P Az [lL2(0,1)- (3.14)

AL(t) < 2L [[(Gy(t). 86t lyxn Eaa. t € (0,T),
so that Lebesgue’s dominated convergence theorem implies

[Azl|20,7) — 0 as 7\ 0.
Finally, the desired assertion follows from (3.14). This completes the proof. O

4. Application to a damage model. Based on the results from the previ-
ous sections, we next derive strong stationary optimality conditions for the optimal
control of a two-field gradient damage model. This type of model approximates the
classical single-field damage model, cf. [33], and is frequently employed in computa-
tional mechanics (see e.g. [11] and the references therein). It involves two damage
variables, a 'local’ and a 'nonlocal’ one, which are connected through a penalty term
in the stored energy. The problem considered in this section describes the evolution
of damage under the influence of a time-dependent load ¢ : [0, 7] — H'(Q)* (control)
acting on a body occupying the bounded Lipschitz domain Q ¢ RY, N € {2,3}. The
induced ’local’ and nonlocal’ damage are expressed in terms of ¢ : [0,7] — H(Q)
and d : [0,T] — L?(f2), respectively (states). For more details, see [32, Sec. 2.1-2.2].
Note that, for simplicity reasons, we do not take a displacement variable into account.
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In the following, we investigate the viscous two-field gradient damage model
p(t) € argmin E(t, ¢, d(t)),
PeH! (@) (4.1)
—0aE(t, (1), d(t)) € OR(d(t)), d(0) =0

a.e. in (0,7, where the stored energy € : [0,T] x H*(2) x L?(2) — R is given by

o B
Et,p,d) = §HV<P||%2(Q) + §||<P — d|[72 () — (1), ) (@), (4.2)

with «, 8 > 0 fixed. The viscous dissipation R, : L*(Q) — [0, 00] is defined as

dz + §|nll72(q), fn>0ae inQ,
Re(n) = {Tfﬂn z 2||n||L2(Q) itn>0a.e. in (43)

0, otherwise,

where r > 0 is the fracture toughness and € > 0 stands for the viscosity parameter.

As we will next see, the problem (4.1) consists of a viscous evolutionary VI (viscous
damage evolution) and an elliptic PDE (equation for the 'nonlocal’ damage). Thus,
we can apply our findings from Section 3 to reduce (4.1) to a system of the type (2.4).
Then, by employing the main result from Section 2, we derive a strong stationary
optimality system for a class of minimization problems governed by (4.1). The section
ends with some remarks and a short comparison with other optimality systems of
strong stationary type [6,31].

With a little abuse of notation, we use in the following the Laplace symbol for the
operator A : H(Q) — H(Q)* defined by

(An, V) g1q) = —/QVan de Vi € HY(Q).

LEMMA 4.1 (Control-to-state map and directional differentiability).

1. For every £ € L*(0,T; H'()*), the viscous damage problem (4.1) admits a
unique solution (d,p) € HL(0,T; L*(Q)) x L*(0,T; H*(SY)), which is charac-
terized by the following PDE system

d(t) = %max(—ﬂ(d(t) —(t)) —r,0) in L*(Q), d(0)=0, (4.4a)
e (4.4D)

a.e. in (0,T).
2. The solution map associated to (4.1)

S L*0,T; HY(Q)*) 2 £+ (d,¢) € Hy(0,T; L*(Q)) x L*(0,T; H'(Q))
is directionally differentiable. Its directional derivative (dd,0p) := S'(¢;00) at
¢ € L?(0,T; HY(Q)*) in direction 6¢ € L*(0,T; H'(2)*) is the unique solution
of
. 1
(1) = L max' (~B(d(t) — (1)) — 1 —B(GA(1) — 5p(t))) in L3(9), 5d(0) =0,
€

— aASp(t) + Bop(t) = Bod(t) + oL(t) in H(Q)*
(4.5)
a.e. in (0,T), where we abbreviate (d, ) := S(£).
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Proof. 1. Let t € [0,T] and d : [0,7] — L%(Q) be arbitrary, but fixed. Since
E(t,-,d(t)) is strictly convex, continuous and radially unbounded (see (4.2)), the min-
imization problem ming,c g1 (o) E(t, -, d(t)) admits a unique solution ¢(t) characterized
by 9,E(t, (1), d(t)) = 0 in H'(Q)*. In view of (4.2), this means that

$(t) € argmin (¢, d(1)) <= ¢(t) = o(d(1), £(1)), (4.6)
peH!(Q)

where ¢ : L2(Q) x H'(Q)* > (d,f) — ¢ € H'(Q) is the solution operator of
—aAG+Bp=pFd+{ in HY(Q)". (4.7)
With the map ¢ at hand, the evolution in (4.1) reads
— 0gE(t, p(d(t), L(t)), d(t)) € AR (d(t)) a.e. in (0,T). (4.8)

In the light of (4.2), (4.3), and sum rule for convex subdifferentials, (4.8) is further
equivalent to

R(v)=R(d(t))+e (d(t), v=d(t)) 2() = B(D(d(t), £(1)—d(t), v—=d(1)) 12() Yo € L*(Q),

(4.9)
a.e. in (0,7, where
1 > .e. i
R:LAQ) — (0,00, R():= {rfﬂn de, ifnz0ae. inf, (4.10)
00 otherwise.

Now, with the notations from Section 3, we see that if we set
Y :=L*(Q), H:=H'(Q)* (4.11a)
R:=R, V:i=cl, g(d ) :=p(¢(dl)—d), (4.11b)

then (EVI) coincides with (4.9). Note that, due to ¢ € L(L?(Q) x H*()*; HY(2)),
we have g € L(Y x H;Y™*) with

g'(d, 0)(8d, ) = B(p(dd,6¢) — 6d) ¥ (d,£),(0d,60) €Y x H. (4.12)

Since the quantities in (4.11) satisfy Assumption 3.1, we can apply Theorem 3.7.1,
which yields that (4.9) is equivalent to

d(t) = F(g(d(t),£(t))) a.e.in (0,7), (4.13)
where F = %(]I — Pyr(0))- As a result of
OR(0) = {p € L*(Q)| u < r a.e. in Q},

it holds Pyg(0)(w) = min (w,r), so that

1
F(w) = ~max(w —7,0) Ywe L*(Q). (4.14)
€
Moreover, Theorem 3.7.1 tells us that (4.9) (with the initial condition d(0) = 0)
admits a unique solution d € H}(0,T; L?*()) for every £ € L*(0,T; H'(2)*). Further,
since ¢(+) = ¢(d(-), £()), cf. (4.6), we deduce from (4.7) that ¢ € L?(0,T; H*(f2)). To
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summarize, we obtained that (4.1) admits a unique solution (d, ¢) € H}(0,T; L*(Q)) x
L?(0,T; HY(Q)), which, owing to (4.6), (4.13) and (4.14), is characterized by (4.4).
The proof of this step is now complete.

2. We begin by noticing that the mapping F : Y* — Y from (4.14) is directionally
differentiable. This follows by Lebesgue’s dominated convergence theorem or, alter-
natively, by [4, Prop. 6.33] and [19, Thm. 2|, which yield that Pyr : Y* — Y is
directionally differentiable (recall here Corollary 3.4). We denote the first component
of the operator S by Sy, i.e., Sy : L2(0,T; HY(Q)*) > £ — d € H}(0,T; L*(Q)) is the
solution map associated to (4.9) or, equivalently, to (4.13). From Theorem 3.7.2 we
infer that S is directionally differentiable. Its directional derivative éd := S} (¥; 6¢)
at £ in direction ¢ is the unique solution of

Sd(t) = F'(g(d(t), €(t)); g'(d(t), £(t))(6d(t), 64(¢))) a.e.in (0,T), 6d(0) =0, (4.15)

where d := 51 (£). In view of (4.14), the definition of g (see (4.11)) and (4.12), (4.15)
reads

sd(t) = %max’(ﬁ(¢(d(t)7K(t))—d(t))—r;B(qﬁ(éd(t),éﬂ(t))—éd(t))) a.e. in (0,7), 6d(0) = 0.
(4.16)

Further, from (4.6) we have Sa(¢) = ¢(S1(¢),£) for all £ € L?*(0,T; H'(Q)*), where

S, is the second component of the operator S, i.e., So : L?(0,T; H*(Q)*) 2 £ — ¢ €

L?(0,T; HY(Q)). Thus, Sy is directionally differentiable as well, since ¢ € L£(L?(2) x

H'(Q)*; H'(Q)) and S; is directionally differentiable. Its directional derivative d¢p :=

S%(4;6¢) at ¢ in direction ¢ is given by dp = ¢(S5(¢; ), 0¢). On account of (4.16),

the proof is now complete. O

Next, we want to apply the strong stationarity result from Section 2 to the following
optimal control problem:

J(d, ¢, 1)

min
£eL2(0,T5L%()) Q)
s.t. (d, ) solves (4.1) with r.h.s. £.

In the sequel, the objective J is supposed to fulfill
ASSUMPTION 4.2. The functional J : L?(0,T; L?(Q))x L2(0,T; H'(Q))x L2(0,T; L*()) —

R is continuously Fréchet-differentiable and Lipschitz-continuous on bounded sets, i.e.,
for all M > 0 there exists Ly; > 0 so that

[T (v1) = T (v2)| < L [[vr — v2llx Vo, v2 € Bx (0, M), (4.17)
where we abbreviate X = L2(0,T; L2(2)) x L*(0,T; H' () x L*(0,T; L(£2)).
Note that Assumption 4.2 is satisfied by classical objectives of tracking type such as
1 a1 (6752}
Tex(d, ¢, 0) = B I — SﬁdH%%o,T;Hl(Q)) T Hd||2L2(o,T;L2(Q)) Ty [¢— €d||2L2(0,T;L2(Q))7

where ¢4 € L*(0,T; H'(2)), €4 € L*(0,T; L*(Q)) and ay, as > 0.
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Before stating the strong stationary optimality conditions, we check that Assumption
2.9 is satisfied in our setting. As it will turn out in the proof of Theorem 4.5 below,
this is indeed the case, as a result of the following

LEMMA 4.3. For any local optimum £ of (Q), there exists a pair (\,w) € L*(0,T; L*>(Q))x
L?(0,T; HY(Q)) so that

~BM1) — alw(t) + fult) = 4T (SO.0)) i HQ)", (4.18a)

w(t) + 0, T(S(0),0)(t) =0 in HY(Q), a.e. in (0,T), (4.18b)
where S is the solution operator associated to (4.1), see Lemma 4.1.2.
Proof. For convenience of the reader, the proof is given in Appendix B. O
REMARK 4.4. Note that the ezistence of (€, \,w) € H-(0,T; H*(Q)*)x L2(0, T; H*(Q)*) x
L2(0,T; HY(Q)) satisfying the adjoint system (4.19a)-(4.19b)-(4.19d) below follows
directly, without employing Lemma 4.5. It is the L?(0,T;L*(Q))-reqularity of the
multiplier X which cannot be immediately deduced from (4.19b). This additional in-
formation stated in Lemma 4.3 is proven by a reqularization approach, see Appendix
B. We refer here to [31] for a similar situation, see also Remark 2.10. Let us under-

line that the improved space-reqularity of X is essential for deriving the sign condition
in (4.19¢) a.e. in (0,T) x Q, see the proof of Theorem 4.5 below.

The main result of this section reads as follows.

THEOREM 4.5 (Strong stationarity for the optimal control of the viscous two-field
gradient damage model). Let £ € L2(0,T;L?*()) be locally optimal for (Q) with
associated states

de H}(0,T;L*() and ¢ € L*(0,T; H(Q)).
Then, there exist unique adjoint states
€€ Hp(0,T;L*(Q) and w e L*(0,T; H'(Q)),
and a unique multiplier X € L2(0,T; L?(2)) such that the following system is satisfied

—{+ BA— Bw = 04T (d, ¢,0) in L*(0,T; L*(Q)), &(T) =0, (4.19a)
—BA — aAw + Bw = 0,T (d, ¢,£) in L*(0,T; H'(Q)*), (4.19b)
At,z) = 1X{5>T}(t,nc)£(1f,JL‘) a.e. where Z(t,x) # r,
€ ) (4.19¢)
At,z) € [O, gf(t,x)] a.e. where zZ(t,x) = r,
w+ 0T (d,p,6) =0 in L*(0,T; H'()), (4.19d)

where we abbreviate z := —f(d — @).

Proof. We aim to apply the strong stationarity result given by Theorem 2.11 for the
optimal control problem (Q). To this end, we have to check if (Q) fits in the general
setting from Section 2. After that, we verify Assumptions 2.3, 2.6 and 2.9. Indeed,
with the notations from Section 2, we see that if we set

V:=1%Q), Y :=L*Q), U:=H'(Q), J:=J, (4.20a)
[ Y=Y, flw)= %max(w —r,0), (4.20Db)
O:Y xU>3(d,p)— —p(d—p) Y™, (4.20¢)

U:YxU>3 () ——alp+pp—pdeU”, (4.20d)
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then (P) coincides with (Q), thanks to Lemma 4.1.1. Notice that V' <, U* so that
Assumption 2.1.1 is satisfied. Since ® € L(Y x U;Y*) and ¥ € L(Y x U;U*),
Assumption 2.1.2 is fulfilled as well. Thus, the entire Assumption 2.1 is satisfied by
the quantities in (4.20), cf. also Assumption 4.2.

Moreover, by employing again Lemma 4.1.1, we see that Assumption 2.3.1 holds.
The resulting solution operator of (2.4), i.e., S : L2(0,T; H*(Q)*) > £ ~ (d,¢) €
HE(0,T; L*(Q)) x L2(0, T; H(2)) is directionally differentiable, cf. Lemma 4.1.2. Ac-
cording to the latter, its directional derivative S’(¢;0¢) at ¢ in direction 6¢ is the
unique solution of (4.5), and thus, of (2.5), whence Assumption 2.3.2 follows. From
(4.4), the Lipschitz-continuity of f, and Gronwall’s inequality, we further deduce that
S : L*(0,T;U*) — L2(0,T;Y x U) is Lipschitz-continuous, which implies that As-
sumption 2.3.3 is verified as well, see Remark 2.4. Hence, the entire Assumption 2.3
is true for the setting (4.20).

It remains to check that Assumptions 2.6 and 2.9 are guaranteed. To this end, we
observe that

0,®(d, ) = B1: L*(0,T; H'(Q)) — L*(0,T; L*(Q)). (4.21)

As a result of L%(0,T; H'()) 4 L?(0,T; L*(Q)), the ’constraint qualification’ in
Assumption 2.6 is fulfilled. In the light of Lemma 2.2, the definition of the adjoint,

and (4.20c)-(4.20d), the adjoints of the partial derivatives of ® and ¥ are given by
ad<1>(cZ, @) = —B1: L*0,T; L*(Q)) — L*(0,T; L*(Q)),
o ®(d, )" = B1: L*(0,T; L*(Q)) — L*(0,T; H' (Q)*), (1.22)
ad\y( @) = —p1: L*0,T; H'(Q)) — L*(0,T; L*(Q)), '

0,9(d, )" = —aA + B1: L*(0,T; H'(Q)) — L*(0,T; H'(Q)*).

Now Lemma 4.3 gives in turn that Assumption 2.9 is true for the setting (4.20).
Thus, we can apply Theorem 2.11, which in combination with (4.22) tells us that
there exist unique adjoint states £ € H-(0,T; L*(Q)) and w € L*(0,T; H'(Q2)) and a
unique multiplier A € L2(0,T; L?(€2)) such that

—E+ BN — Bw = 9,T(d, $,0) in L*(0,T; L*(Q)), &(T)=0, (4.23a)

—BA — alAw + Bw = 0,T (d, ¢,£) in L*(0,T; H (Q)*), (4.23b)

(E@), £/ (@(d(2), ());0)) 1oy = (A1), 0) 120y Vo € L*(Q), ae. in (0,T), (4.23c)
w+ 0, T(d,,0) =0 in L*(0,T; H'(Q)). (4.23d)

It remains to show that (4.23c) implies (4.19c). Here, we recall the abbreviation
Z = —fB(d — ¢) and (4.20c), i.e., Z = ®(d,$). An argument based on the fundamen-
tal lemma of calculus of variations and the positive homogeneity of the directional
derivative w.r.t. direction yields

1 1
=&(t, x)max’(Z(t, x)—r; 1) > A(t,x) > —=£&(t, 2) max ' (Z(t,z)—r; —1) a.e. in (0,T)xQ,
€ €

(4.24)
in view of (4.20b). The desired assertion now follows by distinguishing between the
sets {(t,z) : Z2(t,z) > r}, {(t,2) : Z(t,z) <r}and {(t,z): Z(t,z) =r}. O
REMARK 4.6. If zZ(t,x) # r a.e. in (0,T) x Q, then (4.19) reduces to the standard
KKT-conditions, see (4.19¢c) and Remark 2.14.
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The optimality system in Theorem 4.5 is indeed of strong stationary type, as the next
result shows:

THEOREM 4.7 (Equivalence between B- and strong stationarity). Assume that £ €
L%(0,T; L*(Q)) together with its states (d,) € HE(0,T;L*(Q)) x L?(0,T; HY(Q)),
some adjoint states (£,w) € HL(0,T; L*(Q)) x L*(0,T; H'(Q)), and a multiplier X €
L?(0,T; L?(Q)) satisfy the optimality system (4.19a)—(4.19d). Then, it also satisfies

the variational inequality
Ny T (d, @,0)S"(£;60) + 8 T (d, ¢, £)50 >0 V6L € L*(0,T; L*(12)), (4.25)

where S : L2(0,T; HY(Q)*) — H(0,T; L?(2)) x L2(0,T; H'(Q)) is the solution map-
ping associated to (4.1), see Lemma 4.1.2.

Proof. We show the result by means of Theorem 2.13. In the proof of Theorem 4.5, we
have seen that the problem (Q) fits in the setting from Section 2, i.e., Assumptions 2.1
and 2.3 are satisfied for the quantities in (4.20). According to the proof of Theorem
4.5, the system (2.19) coincides with (4.23) in this particular setting, see (4.22). We
also note that (2.9) is just (4.25). Thus, in view of Theorem 2.13, we only need to
show that (4.19¢) implies (4.23c), which, in view of (4.20b) and (4.20c), reads

(1), % max'(2(8) = 1)) 12 g = (M 0) 2y Vo € LA(Q), ae.in (0,T), (4.26)

where z := —3(d — @).

To this end, let v € L?(€2) be arbitrary, but fixed. From the first identity in (4.19c),
we know that

1
At z)v(x) = =Xzony (8 2)o(2)E(E, 2)
; (4.27)
= —max'(z(t,z) — r)v(z)é(t,r) a.e. where Z(¢,x) # r.
€
Further, we define M := {(t,z) € (0,7) x Q : z(t,x) = r and v(x) > 0} and
M~ :={(t,z) € (0,T) x Q: z(t,z) = r and v(z) < 0} (up to sets of measure zero).
Then, the second identity in (4.19¢) yields
1
—&(t e in M*
At 2)o(x) < 65( ,x)v(x) a.e. in
0 a.e. in M~ (4.28)
1
= —max'(z(t,z) — r;v(x))é(t,x) a.e. where z(t,z) =r.
€
Now, (4.26) follows from (4.27) and (4.28). Note that, since Assumptions 2.6 and 2.9
are fulfilled, cf. the proof of Theorem 4.5, we have the equivalence (4.25) <= (4.19).
0

REMARK 4.8. An essential information resulting from the strong stationary system
(4.19) s the sign condition

&(t,x) >0 a.e. where Z(t,x) =, (4.29)
which is due to [O,% (t,x)} # 0 a.e. where z(t,x) = r, see (4.19c). This is crucial

for showing the implication (4.19) = (4.25), which ultimately yields that (4.19) is
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indeed of strong stationary type (see (4.28) in the proof of Theorem 4.7). Let us point
out that the condition (4.29) is equivalent to the regularity (cf. [40, Def. 7.4.1]) of a
mapping involving the adjoint state and the non-smooth nonlinearity, see (4.32) below.
We refer here to a similar situation [31, Rem. 6.9].

REMARK 4.9. Optimality systems derived by classical regularization techniques often
lack a sign condition for the adjoint state, see e.g. [6, Thm. 4.4] and [46, Thm. 2.4]
(non-smooth PDEs) (eventually along with other information which gets lost in the
limit analysis associated with the regularization, cf. [31, Sec. 4]). This is also the
case when it comes to the optimal control of VIs, see [35] for instance. Generally
speaking, a sign condition for the adjoint state in points (t,x) where the argument of
the non-smoothness f in the state equation, say S, is such that f is not differentiable
at 3(t, ), is what ultimately distiguishes a strong stationary optimality system from
very ‘good’ optimality systems obtained via regularization, cf. [6, Thm. 4.4, Thm.
4.12] and [31, Sec. 7.2]. Note that, in our case, the argument of the non-smooth
non-linearity f = %max(' —1,0), ¢f. (4.20b), appearing in the state equation (4.4) is
z=—8(d— @), see also (4.20c).

Discussion of the strong stationary optimality system (4.19). Compar-
ison to known results. In this subsection, we rewrite (4.19¢) in terms of a Clarke
subdifferential and we explain how the sign condition (4.29) is related to the notion
of regular functions, cf. [40, Def. 7.4.1]. This will help us highlight the similarities
between (4.19) and other strong stationary optimality systems, which were derived
for optimal control of a single non-smooth PDE [6, 31].

In the sequel, f : R — R is the mapping defined as

f(z):= %max(z —r,0)

and O, f denotes its Clarke subdifferential in the sense of [40, Def. 7.3.4]. Since f is
piecewise continuously differentiable, it holds

0 f(2) = [min (f.(2), f} (2)), max (f.(2), f1(2))] Vz€R,

by [40, Thm. 7.3.12], see also [31, Eq. (C.3)], where f/ (2) := f'(2;1) and f’ (2) :
—f'(z;—1) denote the right- and left-sided derivative of f at z € R, respectively. I
is then straight-forward to see that

-+

{2} ife>r
Dof(z)=110,1] ifz=r VzeR. (4.30)
{0} ifz<r

Thus, (4.19¢) can be equivalently written by means of the Clarke subdifferential of f
as follows:

At,z) = y(t, 2)E(t, ) a.e. in (0,T) x Q, (4.31a)
v(t,xz) € 0o f(Z(t,x)) a.e.in (0,T) x €, (4.31b)
&(t,x) >0 a.e. where Z(t,z) =, (4.31c)

where z := —(d — ).
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Let us shortly compare (4.19a)-(4.19b)-(4.31)-(4.19d) with the strong stationary op-
timality system [6, (32)]. First, let us point out that in [6], the state equation is a
non-smooth elliptic PDE with non-linearity f = max(-,0). If we insert the relation
(4.31a) in the adjoint equation (4.19a)-(4.19b), then our strong stationarity conditions
can be written in terms of the adjoint states and ~y, instead of A\. To be more precise,
it consists of the same adjoint equation (involving w, £ and ), the gradient equation
(4.19d), and (4.31b)-(4.31c). We remark that the latter resembles [6, (32b)-(32c)].
Similarly to [6, (32)], our optimality system contains - besides an adjoint equation
and a gradient equation - a differential inclusion in terms of the Clarke subdifferential
of the non-smooth mapping and a sign condition on the adjoint state in points where
the argument of the non-smoothness f, i.e., Z, is such that f is not differentiable there
(notice that, in [6], the argument of f is the state associated to the local optimum
and f is not differentiable at 0).

The optimality system (4.19a)-(4.19b)-(4.31)-(4.19d) is also consistent with [31, (6.8)].
In view of [31, Rem. 6.9, Eq. (C.3)], the relation [31, (6.8b)] can be expressed in a
similar way as (4.31). Note that (4.31c) is equivalent to the fact that the map

Roz—&(t,a)f(2) eR (4.32)

is regular at z(t,x) fa.a. (t,z) € (0,T) x €, which is a consequence of [31, Lem.
C.1] combined with f (r) > f’ (r) and f\(2) = f’(2) for all z € R\ {r}. A similar
observation was made in [31, Rem. 6.9, Sec. 7.2], where it was pointed out that the
information concerning the regularity, or equivalently, the sign condition on the adjoint
state, is the essential feature which gets lost when providing optimality systems by
resorting to a regularization approach, see Remark also 4.9.

We conclude the paper by giving some comments regarding strong stationarity in the
context of elasto-viscoplasticity.

REMARK 4.10. In the case of elasto-viscoplastic problems, the ’‘constraint qualifi-
cation’ in Assumption 2.6 is not satisfied. However, optimality conditions of strong
stationary type can be proven for a control problem governed by a modified model. Let
us go a little more into detail.

According to e.g. [42, Sec. 2.77] (see also [36, Chp. 22] and [18, Sec. 7.1]), the elasto-
viscoplasticity problem reads

D(n) —=D(p(t)) + 6((t),n — P(t) L2 xn

Sym )

> (C(e(u(t) = (1) = wp(t),n = P(1) 2(0mnzny Y1 € L2 Qo),  p(0) =0,

—div(C(e(u(t)) — p(t))) = £(t) a.e. in (0,T),

(4.33)
where w : [0,T] x Q — R™ and p : [0,T] x Q@ — RY < are the displacement and plastic
strain (states), respectively, while £ is the applied force (control). In (4.33), D is a
non-smooth functional, div stands for the distributional divergence, and Qqy := {n €
RE | trace(n) = 0}. Moreover, § > 0 is a given viscosity parameter and r > 0 is
fized. For the precise functional analytical setting, we refer to [18, Sec. 7.1]. As we
will timmediately see, the quantities of interest for the ’constraint qualification’ are the
linearized strain tensor e(v) = (Vv + Vo) and the uniformly coercive elasticity
tensor C € L>(; L(RE))). After applying the theory from Section 3, the EVI in
(4.33) can be rewritten as

p(t) = f(C(e(u(®)) — p(t)) — kp(t)) a.e. in (0,T), (4.34)
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where [ is a non-smooth non-linearity. Thus, (4.33) appears to be a problem which fits
in the setting of Section 2. In this context, the ’constraint qualification’ in Assumption
2.6 requires that Rg Ce is dense in L*(0,T; L*(Q; R7x7)), which is not true.

However, let us emphasize that, if the control no longer appears in the elliptic PDE
in (4.33), but on the right-hand side of the EVI, e.g. as a thermal stress (although,
an additional control in the elliptic PDE can be considered as well), then strong sta-
tionarity conditions can be provided. This situation is similar to the one in [23, Sec.
4], where an additional control has to be considered on the right-hand side of the re-
spective VI in order to be able to prove strong stationarity. In our modified scenario,

the problem can be equivalently written as

p(t) = f(C(e(u(t) — p(t)) — rp(t) + £(t)), p(0)=0,

_div(c(f(“(t)) —P(t))) =0 a.e in(0,7). (4.35)

Then, by arguing as in the proof of Lemma 2.8, one can show that the set of directions
into which f is differentiated - in the ’‘linearized’ state equation - is dense in the
space L?(0,T; L?(Q; RYw ). Recall that this is the crucial aspect when deriving strong
stationarity, cf. Remark 2.12(1). Indeed, (4.35) does not fit in our general setting from
Section 2, so that the ’constraint qualification’ in Assumption 2.6 does not come into
play here. Nevertheless, as mentioned above, the basic idea can be transferred, see

also Remark 2.12(ii).

Appendix A. Directional differentiability of F (Section 3). In this section,
Assumption 3.1.1-2 is supposed to hold, while F and the (metric) projection are given
by Definition 3.2.

LEMMA A.1. Let @ € Y* be fized. Assume that the set OR(0) C Y™ is polyhedric at
PBR(O)‘D w.r.t. F(w), i.e.,

C@) N[F@)* =c@)nF@] (A1)

where C(@) := RT(OR(0) — Pypioyw) and [F(@)]*t = {p € Y* : (u, F(@))y = 0}.
Then, F : Y* — Y is directionally differentiable at & with

F'(@;6w) = V(0w — Pr)dw) Vow € Y™, (A.2)
where T(@) := C(w) N [F (@) and Pr)dw is the unique solution of min,er ) ||dw —
plly-1. Moreover, Pyp(oy : Y* — Y™ is directionally differentiable at @ as well, with

Pjr(0y(@;dw) = Prgydw  Vow € Y™

Proof. According to Lemma 3.3, the mapping F is the solution operator of (3.3), and
by applying [8, Thm. 2.3], we get that F : Y* — Y is directionally differentiable at
@. Moreover, F'(w;-) : Y* 3 dw + 6z € Y is the solution operator of the following
elliptic VI

Ity (n) = Ir@)e (02) + (Voz,n — dz)y > (dw,n —dz)y VneY.

However, this is again a VI of the type (3.3), since Ip(g). satisfies Assumption 3.1.1
(as T(w)° C Y is a non-empty, closed, convex cone). Thus, by Lemma 3.3 combined
with 9l (0) = T(w)°° = T(@), we have F'(w;éw) = 6z = V(6w — Pr(m)dw)
for all dw € Y*. Notice that here we also used the fact that T(©) C Y* is a non-
empty, closed, convex cone. Thanks to Corollary 3.4, the proof is now complete.
Alternatively, the assertion of this lemma can be deduced from [19, Thm. 2| and
Corollary 3.4. O
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Some canonical examples. For details regarding polyhedric sets and their
properties, we refer to the contributions [4,49]. Let us give some examples of func-
tionals R which are often encountered in applications and for which the polyhedricity
of

OR(0) ={p e Y"|(u,v)y < R(v) Vv eY}

is guaranteed. We say that 0R(0) C Y* is polyhedric at p € OR(0), if it is polyhedric
at p € OR(0) w.r.t. any n € R*(OR(0) — u)o, see [49, Def. 3.1.1]. We also say that
OR(0) C Y™ is polyhedric, if it is polyhedric at any © € OR(0).

In the sequel, r > 0 is fixed and Q C R™, n € {2, 3}, is a bounded Lipschitz domain.

ExAMPLE A.1 (Dissipation functional for damage processes, cf. [45] and [30, Sec. 4]).
IfY = L*(Q) or Y = HY(Q) and

T de, ifn>0 ae in
R(1) = { Jomde, 4n 20 (43)
00, otherwise

forallneY, then F:Y* =Y is directionally differentiable, as we will next see.
IfY = L*(Q), then

OR(0) = {p e L*(Q)|pu <r ae. in Q} (A4)
and [, Prop. 6.33] gives the polyhedricity of OR(0) C Y*. The directional differen-

tiability of F follows by Lemma A.1.
Let now Y = H'(Q). Then,

OR(0) = {pu € H' ()| (u—r,v) () <0 Yv € H'(Q) with v >0 a.e. in Q} = M°+{r},

where M := {v € HY(Q)|v >0 a.e. in Q}. It is well-known that M C Y is polyhedric
(see e.g. [19,34]), and by [49, Lem. 3.2], we have that OR(0) is polyhedric at any
p € M° N[t + {r} wrt anyn € M. Here we used the fact that M° + {r} is
polyhedric at ¢ € M° + {r} if and only if M° is polyhedric at { —r € M°. Let now
w € Y™ be fixred. From Lemma 3.3 we deduce that F(w) € dom(R) = M. By testing
(3.3) with 0 and F(©), respectively, we get

(Poroyw — 1, F(@))y = 0. (A.5)

This yields Pypoyw € M°N[F(@)]*=+{r}, where we used 9R(0) = M° +{r}. Now we
can apply Lemma A.1, which tells us that F : Y* — Y is directionally differentiable.

ExAMPLE A.2 (Dissipation functional for plasticity [24] and sweeping processes [16]).
IfY = L*(Q) and

R(n) =r / Il dz Yy e, (A.6)

then OR(0) C Y* is polyhedric and therefore, F : Y* — Y is directionally differen-
tiable, by Lemma A.1. This is due to

OR(0) = {pe L*(Q)| —r<u<r ae inQ}
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and [4, Prop. 6.33]. The case Y = H}(Q) is more delicate, since IR(0) C Y* is not
polyhedric, cf. [8, Cor. 3.8]. However, the paper [7] provides conditions that guaran-
tee the directional differentiability of the solution operator of the classical elliptic VI
of the second kind, cf. [7, Assumption 4.3]. Such conditions ensure the directional
differentiability of F : Y* =Y (with Y = H}(Q), R as in (A.6), and V := —/), in
view of Lemma 3.5.

Appendix B. Improved regularity of the multiplier A (Section 4). Proof of
Lemma 4.3. We resort to a classical regularization approach, see [1] for instance.
We define a smooth approximation of the function max(-,0), to which we associate a
state equation where the solution mapping is Gateaux-differentiable (step (I) below).
Then, by arguments inspired by e.g. [1,35], it follows that £ can be approximated by a
sequence of local minimizers of an optimal control problem governed by the regularized
state equation (step (II) below). Passing to the limit in the adjoint system associated
to the regularized optimal control problem finally yields the desired assertion (step
(ITI) below). Although many of the arguments are well-known, we give a detailed
proof, for convenience of the reader.

(I) Let € > 0 be arbitrary, but fixed. We begin by defining the smooth PDE system

d(t) = %maxa(—ﬁ(d(t) — () —r) in L*(Q), d(0) =0, (B.1a)
—aAp(t) + Bo(t) = Bdt) +£(t) in H(Q)*, a.e. in (0,T), (B.1b)
where, for instance,
0, z <0,
max. :R =R, max.(z):={ +La2>, z€ (0,e),

cf. [35]. It is straight-forward to see that max. : L?(Q) — L?*(Q) is Lipschitz-
continuous with constant 1, Gateaux-differentiable, and

|max . (x) — max(z,0)| <e VaeR. (B.2)

By the Lax-Milgram lemma and the Picard Lindeldf theorem, one infers that (B.1)
admits a unique solution (d, ) € H(0,T;L*(Q)) x L*(0,T; H'(Q2)) for every ¢ €
L?(0,T; H'(Q)*), which allows us to define the regularized solution mapping

S.: L2(0,T; HY()*) 3 £+ (d, ) € H}(0,T; L*(R)) x L*(0,T; H'(Q)).

The operator S, is Gateaux-differentiable (by standard arguments) and its derivative
at £ € L?(0,T; HY(Q)*) in direction 6¢ € L?(0,T; H*(Q)*), i.e., (6d,d¢) := SL(£)(5¢),
is the unique solution of

8a(t) = L max.(~B(d(t) - (1)) — 1)(~B3d(t) — (1)) in L*(€), 3d(0) =0,

€

— aldp(t) + Bp(t) = Bod(t) + 66(t) in H'(Q)*, a.e.in (0,T),

(B.3)

where we abbreviate (d, ) := Sc(£). As a result of (B.2), Gronwall’s inequality, the
Lipschitz-continuity of max . (with constant 1) and max (+,0), we deduce that S, S :
L2(0,T; HY(Q)*) — H(0,T; L3(2)) x L*(0, T; H*(2)) are Lipschitz-continuous (with
constant independent of ¢), as well as the convergence
S.(0.) —S(t) =0 in Hy(0,T;L*(Q)) x L*(0,T; H'(Q)) V- € L*(0,T; H'(Q)*). (B.4)
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(IT) Next, we focus on proving that ¢ can be approximated via local minimizers of op-
timal control problems governed by (B.1). Since the operator S. : L%(0,T; L?(2)) —
L2(0,T; L?(Q) x H'(Q)) is not necessarily weakly continuous (which is crucial for the
existence of solutions for the regularized optimal control problem), we will work with
the control space H(0,T; HY(Q)) < L2(0,T; L?(£2)), see (Q,,) below. To this end,
let Brz2(o,7;12(0)) (£, p) be the ball of local optimality of £ and {¢,} C H'(0,T; H*(52))
such that B

by — € in L*(0,T;L*(Q)) as n — oo. (B.5)
Note that the existence of such a sequence is due to H*(0,T; H*(£2)) <, L?(0,T; L?(Q)).
For n € N fixed (large enough) with

1€n, = €| 20,712 (02)) < P/2, (B.6)

we consider the smooth (reduced) optimal control problem

. 1 9
KEHI(SI,I%?HI(Q)) J(Sl/n(g)aé) + §||£ - gn”Hl(O,T;Hl(Q))

st. €€ By, () (ln,p/2).

By employing the direct method of the calculus of variations along with the continuity
of S/, + L?(0,T5L3(Q)) — L?(0,T;L*(Q) x H*(Q)) and the compact embedding
HY(0,T; HY(Q)) —< L*(0,T;L?(f)), we see that (Q,) admits a global solution
gn € HY(0,T; H*(£2)). Since this is admissible for (Q,,), we have

(@n)

lgn — 2l z2(0,7:22(0)) < P (B.7)
as a consequence of (B.6). For simplicity, we abbreviate in the following
j(6) == J(S(0),6) Ve L*0,T;L*(%)), (B.8a)
. 1
n(l) = T (S (0),0) + 1€~ bl oy YE€H (0,T; H'(Q). (B.8b)
Due to (B.4), the continuity of S, and (B.5), it holds
., ~ (B.8a - = . B.8b . . . .
§0 2V TS0, 0) = Tim T(S1n (), £2) "= lim o (6) > lmsup ju(gn),
n [e ] n o0 n—oo
(B.9)

where for the last inequality we relied on the fact that g, is a global minimizer of (Q,,)
and that ¢,, is admissible for (@, ). By the definition of j,, (B.9) can be continued as

. . 1
J(€) = limsup J (S1/n(gn): gn) + 5”971 - gn”?ﬁll(O,T;Hl(Q))

n— oo
=:hy
= limsup J(S(gn), gn) +hn > j(€) + limsup h,, > j(€) + liminf h,, > j(£).
N—00 N——— n—00 n—oo

>j(0)

(B.10)
The identity in (B.10) is a result of (4.17) combined with (B.7) and the global
Lipschitz-continuity of S and S/, (with constant independent of n), as well as
(B.4). The second inequality in (B.10) follows from (B.7) and (B.8a) (recall that
BL?(O’T;L2(Q))(Z7 p) is the ball of local optimality of £). Now, the series of estimates in
(B.10) together with (B.5) gives in turn the convergences

gn — € in L*(0,T;L*()) as n — oo, (B.11a)
Gn —bn — 0 in HY(0,T; H'(Q)) asn — oo. (B.11b)
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It remains to show that g, is a local solution for minge g1 (o, 7,11 (0)) jn(€). To this
end, let £ € Byior;u1(0))(gn, p/4) be arbitrary, but fixed. Since (B.11b) yields
lgn — Lullar0,mm1 () < p/4 for n large enough, we infer that ¢ is admissible for
(Qn), whence

In(gn) < jn(l) VL€ Byio,r;m1 () (9n, p/4)

follows, by the global optimality of g,. Thus, g, is indeed a local solution for
minge g1 (0,75 51 (Q)) Jn(€) and, in view of (B.11a), this step of the proof is complete.

(ITT) In the sequel, n € N remains fixed and large enough. Due to the above established
local optimality of g,,, we have j/,(g,,)(6¢) = 0 for all 6¢ € H*(0,T; H'(£2)), on account
of the differentiability properties of Sy /,, cf. step (I), and 7, see Assumption 4.2 (recall
the definition of j,, in (B.8b)). This implies

8(d,ga)j(81/n(gn)7gn)(Si/n(gn)(dz)) + 6&7(51/7;(9”)7 gn)(% + (gn — Ly, 5€)H1(0,T;H1(Q)) =0

(B.12)
for all §¢ € H*(0,T; H'(2)). On the other hand, the system

—&n(t) = B(wa(t) - %maxl/n/(—ﬂ(dn(t) —en(t)) = 1)€n(t)) = 8T (S1/n(gn) gn)(t), &n(T) =0,

(B.13a)
1 /
—aAwn () + B(wn(t) — cmax ' (=B(dn(t) = en(t)) — 7)én(t)) = 0o T (S1/n(gn), gn)(t)
(B.13b)
a.e. in (0,7, where we abbreviate (dy,¢n) := S1/n(gn), admits a unique solution

(&n,wn) € HE(0,T; L2(2)) x L?(0,T; H'(2)), by standard arguments (see e.g. the
proof of [45, Lem. 5.7]). Note that

8aT (S1/n(gn)s gn) — 0aT (S(£),£) in L*(0,T; L*(2)), (B.14a)
0o T (S1/n(gn)s gn) = 0T (S(€),€) in L*(0,T; H'(Q)*), (B.14b)
0T (S1/n(gn), gn) = 0T (S(€),0) in L*(0,T; L*(R)), (B.14c)

in the light of the continuous Fréchet-differentiability of J (Assumption 4.2), the
convergences (B.11a), (B.4), and the Lipschitz-continuity of S established in step (I).
Hence, by the global Lipschitz-continuity of max; , (with constant 1) and Gronwall’s
inequality, we can deduce from (B.13) that there exists a constant ¢ > 0, independent
of n, such that ||wy/z2(0,7;m1(0)) < ¢ and [|§4lco,m:22()) < ¢ As a consequence,
An = L max 1, (—B(dn — on) — )& is uniformly bounded in L?(0,T’; L*(€2)). There-
fore, we can extract weakly convergent subsequences (denoted by the same symbol)
so that

w, —w in L*(0,T; HY(Q)), M, — A in L*(0,T;L*(Q)) asn — oco. (B.15)
Testing (B.13) with 57, (9,)(6¢) and (B.3) with (&, wy,) yields

(Wn, (%)LQ(O,T;L?(Q)) = 8(d,¢)~7(51/n(9n)7gn)(si/n(gn)(‘%)),

which inserted in (B.12) gives

(wn + afj(sl/n(gn)a gn)a 6€)L2(O,T;L2(Q)) + (gn - £n7 (%)Hl(O,T;Hl(Q)) =0 (B16)
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for all §¢ € H(0,T; H*(Q)). Owing to (B.15), (B.14c), and (B.11b), we can pass to
the limit n — oo in (B.16). This results in

(w+ 0T (S(0), £),60) 12052 () =0 W6l € HY(0,T; H'(Q)). (B.17)

By employing a density argument in (B.17) along with passage to the limit in (B.13b)
(where we rely on (B.15) and (B.14b)), we arrive at the desired result. O
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