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Abstract This paper is concerned with a space-time discretization of a rate-independent
evolution governed by a non-smooth dissipation and a non-convex energy functional. For
the time discretization, we apply the local minimization scheme introduced in [EM06],
which is known to resolve time discontinuities, which may show up due to the non-convex
energy. The spatial discretization is performed by classical linear finite elements. We show
that accumulation points of the sequence of discrete solutions for mesh size tending to
zero exist and are so-called parametrized solutions of the continuous problem. The discrete
problems are solved by means of a mass lumping scheme for the non-smooth dissipation
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a time stepping scheme for global energetic solutions, which shows that both schemes yield
different solutions with differing time discontinuities.
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1 Introduction

This paper is concerned with the finite element discretization of rate-independent evolutions.
We consider an evolutionary system of the form

0 ∈ ∂R(ż(t)) +DzI(t, z(t)) a.e. in [0, T ] , (1.1)

whereI denotes a possibly non-convex energy functional,whileR is a positive 1-homogeneous
dissipation functional. The precise assumptions on I and R will be specified in Section 2
below. The positive homogeneity ofR implies that (1.1) is in fact invariant under time rescal-
ings, i.e., the process described by (1.1) is rate-independent. Such a behavior is observed
for physical systems driven by external loads ranging on a time-scale that is much slower
than the internal scale. Thus, for most of the time, solutions follow the external forces, while
forming sudden jumps in between. To be more precise, under appropriate assumptions on the
energy, in particular convexity, the solution is continuous in time, whereas discontinuities
may show up, if I is not convex w.r.t. z, see [MT04] for details.

There exists a multitude of solution concepts for rate-independent systems accounting
for these potential discontinuities. For an overview, we refer to [Mie11, MR15]. In this
paper, we focus on the notion of so called parametrized solutions. The key idea of this
solution concept is that jumps should rather be seen as (infinitely) fast viscous transitions
between two stable regimes. One way to derive the existence of parametrized solutions is
therefore a viscous regularization of (1.1) accompanied by a subsequent limit analysis for
vanishing regularization, cf. e.g. [MZ14, MRS16]. This vanishing viscosity approach leads
to the following limit system w.r.t. to an artificial time s that arises from an arc-length
parametrization of the viscous trajectory:

t(0) = 0, z(0) = z0, t′(s) + ‖z′(s)‖ = 1,

0 ∈ ∂R(z′(s)) + λ(s)z′(s) +DzI(t(s), z(s))

λ(s) ≥ 0, λ(s)(1− ‖z′(s)‖) = 0,

 (1.2)

This evolutionary system allows to identify three different regimes and ascribe them a
physical meaning (see [MR15]):
– Sticking:

In this case, the potential forces are too small so that z′(s) = 0 and t′(s) = 1 and the
state does not change.

– Rate-independent slip:
Here, it holds 0 < ‖z′(s)‖ < 1 and 0 < t′(s) < 1 so that the state indeed changes but in
such a matter that the dissipation is strong enough to compensate the driving forces.

– Viscous-jump:
In this case, we have ‖z′(s)‖ = 1 and t′(s) = 0 which means that the system may switch
into a viscous behavior. Meanwhile the physical time stands still (t′(s) = 0) so that this
viscous transition is seen as a jump.

A chain-rule for I allows the following equivalent reformulation of (1.2) as energy-equality,
cf. e.g. [MRS12]:

t(0) = 0, z(0) = z0, t′(s) + ‖z′(s)‖ = 1, (1.3a)

I(t(s), z(s)) +

∫ s

0

R(z′(r) + λ(s)‖z′(r)‖dr = I(0, z0) +

∫ s

0

∂tI(t(r), z(r))dr (1.3b)

λ(s) ≥ 0, λ(s)(1− ‖z′(s)‖) = 0. (1.3c)
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The term λ(s)‖z′(s)‖ can be interpreted as a viscous contribution, since it is a remnant of the
vanishing viscosity approach. This formulation serves as the basis for the precise definition
of a parametrized solution including the regularity of the involved functions, cf. Section 2
below.

A natural question concerns the approximation of solutions by discretization. For the
class of global energetic solutions, there exists multiple paper on this topic. We only refer
to [MR15] and the references therein. In contrast, less is known for parameterized solutions
to the best of our knowledge. In [EM06], a particular time-scheme was introduced in order
to approximate parametrized solutions. To be more precise, the authors proposed a time-
incremental local minimization scheme of the following form:

zk ∈ arg min{I(tk−1, z) +R(z − zk−1) : z ∈ Z, ‖z − zk−1‖V ≤ τ} (1.4a)
tk = min{tk−1 + τ − ‖zk − zk−1‖V, T}. (1.4b)

The motivating background for this scheme is best explained by a comparison with a scheme
for the approximation of global energetic solutions: The latter aims as finding global mini-
mizers for the objective in (1.4a) in every time step so that the iteration reads

zk ∈ arg min{I(tk−1, z) +R(z − zk−1) : z ∈ Z} (1.5a)
tk = tk−1 + τ. (1.5b)

Thanks to the positive homogeneity of R, the stationarity conditions of (1.5a) are given by

0 ∈ ∂R
(zk − zk−1

τ

)
+ I(tk−1, zk), (1.6)

which, in view of (1.1), motivates the scheme in (1.5). However, in general, the global mini-
mization in (1.5a) may induce unphysical discontinuities. Consider for instance a situation,
where the difference between a local minimum of I(tk−1, ·) in the vicinity of zk−1 to all
global minima of I(tk−1, ·) is so large that it cannot be compensated by the dissipation. Then
the iteration will jump to a global minimizer which is certainly not physically meaningful
in many applications. This motivates the additional inequality constraint in (1.4a) in order
to mimic the search for local minimizers in the neighborhood of the old iterate. If, however,
there is no such local minimizer so that the inequality constraint in (1.4a) is active (i.e., ful-
filled with equality), then the stationarity condition in (1.6) will (in general) not be fulfilled.
In this case, one therefore interrupts the evolution of the physical time (see the update in
(1.4b)) until the state z fulfills the stationarity condition again. This may be seen as discrete
analogon to the viscous-jump described above.

In [EM06], a convergence theory for τ ↘ 0 is developed for the finite dimensional case,
where dim(Z) < ∞. The authors prove that a subsequence of discrete solutions (weakly)
converges to a parametrized solution. However, it is not shown that the sequence {tk},
generated by (1.4b), reaches the desired final time in a finite number of iterations. The same
holds for a variant of (1.4), which is investigated in [Neg14]. In [NS17], another modification
of (1.4) is considered, which does not account for the adaptive time discretization in (1.4b).
For this variant, the authors show that the final time is reached in after a finite number of
iterations. Recently, the original scheme in (1.4) was investigated in [Kne17] for a certain
class of infinite dimensional problems (i.e., dim(Z) = ∞), providing a comprehensive
convergence analysis. In particular, it is shown that the final time is reached in a finite
number of steps and that a subsequence of iterates (weakly) converges to a parametrized
solution.
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Our paper is concerned with a full discretization in time and space of (1.1). The recent
work [Kne17] serves as a starting point for our analysis and we include the additional errors
induced by the discretization of the infinite dimensional state space Z into the convergence
analysis of [Kne17]. This leads to a practically implementable numerical scheme, which we
tested by means of a numerical example highlighting the difference between (1.4) and (1.5).

Let us shortly outline the paper. In Section 2, we introduce our notation and state the
assumptions on the energy and the dissipation functional. Moreover, we introduce the precise
notion of parametrized solutions. Section 3 is then devoted to the convergence analysis. We
derive suitable a-priori estimates for the discrete solution and establish a discrete version of
the energy-equality (1.3b) which is shown to be preserved in the limit yielding in turn our
main convergence result in Theorem 3.9. Thereafter, in Section 4, we describe the algorithmic
realization of the fully discrete local minimization scheme based on a semismooth Newton-
method with particularly chosen Newton-derivative. Moreover, we present an numerical
example illustrating our theoretical findings.

2 Basic notations and standing assumptions

Let us start with some basic notation used throughout the paper. In the following, C > 0
always is generic constant. Moreover, given two normed linear spaces X,Y , we denote by
〈·, ·〉X∗,X dual pairing and suppress the subscript, if there is no risk for ambiguity. By ‖ ·‖X ,
we denote the norm in X and L(X,Y ) is the space of linear and bounded operators from X

to Y . Furthermore, BX(x, r) is the open ball in X around x ∈ X with radius r > 0. Given
a convex functional f : X → R ∪ {∞}, we denote the (convex) subdifferential of f at x by
∂f(x) ⊂ X∗ and its conjugate functional by f∗ : X∗ → R ∪ {∞}. Finally, |Ω| stands for
the Lebesgue measure of a set Ω ⊂ Rd, d ∈ N.

2.1 Assumptions on the data

Let us now introduce the assumptions on the quantities in (1.1). A prototypical example
fulfilling all assumptions is given in Section 4.1 below.

Spaces
Throughout the paper, X is a Banach space and Z,V are Hilbert spaces such that

Z
c,d
↪→ V ↪→ X ,

where d
↪→ and c

↪→ refer to dense and compact embedding, respectively. We equip V with the
norm ‖v‖V := 〈Vv, v〉1/2V∗,V , where V ∈ L(V,V∗) is a self-adjoint and coercive operator,
i.e., there exist constants γ > 0 such that 〈Vv, v〉V∗,V ≥ γ‖v‖2V for all v ∈ V , where ‖ · ‖V
denotes the natural norm associated with the scalar product in V .

Energy
The energy functional I is supposed to have the following form:

I : [0, T ]×Z → R, I(t, z) =
1

2
〈Az, z〉Z∗,Z + F(z)− 〈`(t), z〉V∗,V . (2.1)
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Herein, A ∈ L(Z,Z∗) is a coercive operator, i.e., there is a constant α > 0 such that
〈Az, z〉Z∗,Z ≥ α‖z‖2Z . The bilinear form a : Z×Z → R induced by a(y, z) = 〈Ay, z〉Z∗,Z ,
y, z ∈ Z , is thus bounded and coercive, too. Moreover, we assume that

` ∈ C1([0, T ];V∗) and F ∈ C2(Z;R) with F ≥ 0 . (2.2)

such that I ∈ C1([0, T ] × Z;R). The restriction of `(·) to a functional on Z is, for conve-
nience, denoted by the same symbol. By setting β := (cZ‖`‖C([0,T ];V∗) + 1)/(4α), where
cZ > 0 denotes the embedding constant of Z ↪→ V , we obtain the estimate

I(t, z) ≥ α‖z‖2Z − cZ ‖`‖C([0,T ];V∗)‖z‖Z ≥ ‖z‖Z − β ∀ t ∈ [0, T ], z ∈ Z ,

which in turn implies that

|∂tI(t, z)| ≤ cZ ‖`‖C1([0,T ];V∗)‖z‖Z ≤ µ(I(t, z) + β) ∀t ∈ [0, T ], z ∈ Z ,

with µ := cZ ‖`‖C1([0,T ];V∗). Gronwall’s lemma thus gives for all t, s ∈ [0, T ], z ∈ Z that

I(t, z) + β ≤ (I(s, z) + β) exp(µ|t− s|) (2.3)
and |∂tI(t, z)| ≤ µ(I(s, z) + β) exp(µ|t− s|), (2.4)

Furthermore, we assume that

DzF ∈ C1(Z,V∗), ‖D2
zF(z)v‖V∗ ≤ C(1 + ‖z‖qZ)‖v‖Z (2.5)

for some q ≥ 1 so that, for every z ∈ Z , DzF(z) can uniquely be extended to a bounded
and linear functional on V , which we denote by the same symbol for convenience. Moreover,
both F : Z → R and DzF : Z → Z∗ are supposed to be weak-weak continuous. This in
particular guarantees that I(t, ·) is weakly lower-semicontinuous.

Dissipation
In the following, we denote byR the dissipation potential and assumeR : V → [0,∞) to be
lower semicontinuous (l.s.c.), convex, and positively homogeneous of degree one. Moreover,
we require R to fulfill

∃ ρ, ρ > 0 : ρ‖v‖X ≤ R(v) ≤ ρ‖v‖V ∀v ∈ V . (2.6)

Since R is convex and l.s.c., it is locally Lipschitz continuous so that its subdifferential is
bounded for every point of the domain.

Initial state
The initial value z0 is supposed to satisfy z0 ∈ Z and Az0 ∈ V∗.
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2.2 Definition of parametrized solutions

We now turn to our notion of solutions and give a rigorous definition thereof. As indicated
in the introduction, the energy identity serves as a basis therefor.

Definition 2.1 Let an initial value z0 ∈ Z be given. We call a tuple (t̂, ẑ) parametrized
solution of (1.1), if there exists an artificial end time S ≥ T such that the following conditions
are satisfied:

(i) Regularity:

t̂ ∈W 1,∞(0, S), ẑ ∈W 1,∞(0, S;V) ∩ L∞(0, S;Z), (2.7)
DzI(t̂(s), ẑ(s)) ∈ V∗ f.a.a. s ∈ (0, S). (2.8)

(ii) Initial and end time condition:

t̂(0) = 0, ẑ(0) = z0, t̂(S) = T. (2.9)

(iii) Complementarity-like relations:

t̂′(s) ≥ 0, t̂′(s) + ‖ẑ′(s)‖V ≤ 1, (2.10a)
t̂′(s) distV∗{−DzI(t̂(s), ẑ(s)), ∂R(0)} = 0 f.a.a. s ∈ (0, S), (2.10b)

where distV∗{η, ∂R(0)} = inf{‖η − w‖V−1 : w ∈ ∂R(0)} and ‖η‖2V−1 = 〈η,V−1η〉.
(iv) Energy identity:

I(t̂(s), ẑ(s)) +

∫ s

0

R(ẑ′(σ)) + ‖ẑ′(σ)‖V distV∗{−DzI(t̂(σ), ẑ(σ)), ∂R(0)}dσ

= I(0, z0) +

∫ s

0

∂tI(t̂(σ), ẑ(σ))t̂′(σ)dσ ∀ s ∈ [0, S].

(2.11)

If, in addition to the second inequality in (2.10a), there is a constant δ > 0 such that
t̂′(s)+‖ẑ′(s)‖V > δ f.a.a. s ∈ (0, S), then the solution is called non-degenerate parametrized
solution, otherwise we call it degenerate parametrized solution.

We point out that, in case of a non-degenerate parametrized solution, it is always possible
to rescale the artificial time in order to obtain a normalized parametrized solution, where
t̂′(s) + ‖ẑ′(s)‖V = 1 f.a.a. s ∈ (0, S).

2.3 Assumptions on the discretization

Our assumptions on the (spatial) discretization are as follows: let Zh ⊂ Z be a finite
dimensional subspace, where h > 0 indicates the fineness of the approximation, and denote
by Πh : V → Zh the associated orthogonal projection. Then we assume that Πh is stable
w.r.t. the Z-norm, i.e.,

‖Πh(z)‖Z ≤ C‖z‖Z ∀z ∈ Z (2.12)

with a constant C > 0 independent of h. Note that, as an immediate consequence, we obtain
the best approximation property of the orthogonal projection, i.e.,

‖z −Πh(z)‖Z ≤ inf
zh∈Zh

(1 + C)‖z − zh‖Z . (2.13)
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The stability assumption in (2.12) is fulfilled in prominent cases such as finite element
discretizations based on shape-regular triangulations, as we will see in Section 4.2 below.
In the following, we will frequently consider Πh as an operator in V and Z , respectively,
denoted for simplicity by the same symbol.

We further introduce the Ritz-projection Ph : Z → Zh as unique solution of

Ph(u) ∈ Zh , a(Ph(u), v) = a(u, v) ∀v ∈ Zh ,

where a is the bilinear form induced by A. For the inital value of the algorithm, we set
zτ,h0 := Ph(z0) ∈ Zh.

Furthermore, it is assumed that, for all v ∈ V and all z ∈ Z , respectively, it holds

Πh(v)→ v in V and Ph(z)→ z in Z (2.14)

as h ↘ 0. Note that the stability property in (2.13) then automatically yields for all z ∈ Z
that

Πh(z)→ z in Z. (2.15)

In addition, the dissipation functional R is approximated by a functional Rh : Zh →
[0,∞) satisfying the following conditions:

(a) Analogously to R, its approximation Rh is convex, lower semicontinuous, positively
homogeneous.

(b) Furthermore, it satisfies

0 ≤ Rh(vh) ≤ ρ̃‖vh‖V ∀ vh ∈ Zh (2.16)

with some constant ρ̃ > 0 independent of h.
(c) There is a dense subset U of V such that, for every v ∈ U , there holdsRh(Πhv)→R(v)

as h↘ 0.
(d) For every vh ∈ Zh, it holds R(vh) ≤ Rh(vh).

Note that the choice Rh = R (i.e., no additional approximation of R) fulfills all these
assumptions. Another example fulfilling all conditions is given in Section 4.2 below.

3 Local minimization algorithm

Given a time-discretization parameter τ > 0, our fully discrete counterpart of the local
minimization algorithm in (1.4) reads as follows:

Algorithm 1 (Fully discrete local minimization)

1: Set zτ,h0 = Ph(z0), t0 = 0, and k = 1
2: while tk < T do
3: Compute zτ,hk as solution of

zτ,hk ∈ arg min{I(tτ,hk−1, z) +Rh(z − zτ,hk−1) : z ∈ Zh, ‖z − z
τ,h
k−1‖V ≤ τ} (3.1)

4: Time update:
tτ,hk = min{tτ,hk−1 + τ − ‖zτ,hk − zτ,hk−1‖V, T} (3.2)
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5: Set k = k + 1.
6: end while

Note that, thanks to our assumptions on I and Rh, in particular weak lower semicon-
tinuity, the existence of minimizers of (3.1) follows immediately from the direct method in
the calculus of variations.

3.1 Approximate discrete parameterized solution

From the characterization of zτ,hk as a minimizer of (3.1), we obtain the following necessary
optimality conditions, which will serve as foundation for the derivation of a discrete analogon
to the energy identity in (2.11):

Lemma 3.1 (Discrete optimality System) Let k ≥ 1 and zτ,hk be an arbitrary solution
of (3.1) with associated tτ,hk given by (3.2). Then the following optimality properties are
satisfied: There exists a Lagrange multiplier λτ,hk ≥ 0 such that

λτ,hk (‖zτ,hk − zτ,hk−1‖V − τ) = 0 (3.3)

τ distV∗{−Π∗hDzI(tτ,hk−1, z
τ,h
k ), ∂(Rh ◦Πh)(0)} = λτ,hk ‖z

τ,h
k − zτ,hk−1‖

2
V (3.4)

Rh(zτ,hk − zτ,hk−1) + τ distV∗{−Π∗hDzI(tτ,hk−1, z
τ,h
k ), ∂(Rh ◦Πh)(0)}

= 〈−DzI(tτ,hk−1, z
τ,h
k ), zτ,hk − zτ,hk−1〉Z∗,Z

}
(3.5)

Rh(Πh(v)) ≥ −〈λτ,hk V(zτ,hk − zτ,hk−1) +Π∗hDzI(tτ,hk−1, z
τ,h
k ), v〉V∗,V ∀v ∈ V. (3.6)

Proof To shorten the notation, we suppress the superscripts τ, h throughout the proof. We
first note that the solution sets of the two problems

zk ∈ arg min{I(tk−1, z) +Rh(z − zk−1) : z ∈ Zh, ‖z − zk−1‖V ≤ τ}(P1)

z̃k ∈ Πh
(

arg min
{
I(tk−1, Πh(z)) +Rh(Πh(z − zk−1)) :(P2)

z ∈ V, ‖z − zk−1‖V ≤ τ
})

are in fact the same. For this reason, observe that, by conformity Zh ⊂ Z ⊂ V , any z ∈ Zh
that is admissible in (P1) is also feasible for (P2). On the other hand, the non-expansivity
of the projection implies that a solution z̃k of (P2) is also feasible for (P1). Moreover,
since the restriction of Πh to Zh just equals the identity, the objective functionals in (P1)
and (P2) coincide on Zh, which finally guarantees that the two problems provide the same
solutions sets. With this result at hand, the proof now follows the lines of [Kne17], where
the local minimization algorithm without additional spatial discretization is discussed. For
convenience of the reader, we present the arguments in detail.

Thus, an arbitrary solution zk of (P1) also satisfies the necessary optimality conditions
of (P2), which read

0 ∈ ∂Rτ,h(zk − zk−1) +Π∗hDzI(tk−1, zk). (3.7)

Herein we setRτ,h := Rh◦Πh+Iτ , where Iτ : V → [0,∞] denotes the indicator functional
associated with the constraints in (P2), i.e.,

Iτ (v) :=

{
0, if 〈Vv, v〉 ≤ τ2

∞, else.
(3.8)
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Note that (3.7) is an equation in V∗ and not in Z∗h, which is the essential advantage of
considering (P2) instead of (P1). Now, thanks to a classical result of convex analysis, (3.7)
is equivalent to

Rτ,h(zk − zk−1) +R∗τ,h(−Π∗hDzI(tk−1, zk))

= 〈−Π∗hDzI(tk−1, zk), zk − zk−1〉V∗,V
= 〈−DzI(tk−1, zk), Πh(zk − zk−1)〉Z∗,Z
= 〈−DzI(tk−1, zk), zk − zk−1〉Z∗,Z .

(3.9)

Since Πh(zk − zk−1) = zk − zk−1 and ‖zk − zk−1‖V ≤ τ , we obtain

Rτ,h(zk − zk−1) = Rh(zk − zk−1). (3.10)

From Lemma C.2 we moreover infer

R∗τ,h(−Π∗hDzI(tτ,hk−1, z
τ,h
k )) = τ distV∗{−Π∗hDzI(tτ,hk−1, z

τ,h
k ), Π∗h∂Rh(0)}.

Inserting this together with (3.10) in (3.9) gives (3.5).
To prove (3.3), we consider (3.7) again. SinceRh ◦Πh is continuous, we are allowed to

apply the sum rule for convex subdifferentials giving the existence of a ζk ∈ ∂Iτ (zk− zk−1)
such that

0 ∈ ∂(Rh ◦Πh)(zk − zk−1) + ζk +Π∗hDzI(tk−1, zk) (3.11)

and thus

Rh(zk − zk−1) + (Rh ◦Πh)∗(−ζk −Π∗hDzI(tk−1, zk))

= −〈ζk +Π∗hDzI(tk−1, zk), zk − zk−1〉V∗,V
= −〈ζk, zk − zk−1〉V∗,V − 〈DzI(tk−1, zk), zk − zk−1〉Z∗,Z .

by comparing this with (3.5), we arrive at

(Rh ◦Πh)∗(−ζk −Π∗hDzI(tk−1, zk))

= τ distV∗{−Π∗hDzI(tk−1, zk), Π∗h∂Rh(0)} − 〈ζk, zk − zk−1〉V∗,V .
(3.12)

Now, since ζk ∈ ∂Iτ (zk − zk−1), Lemma C.3 implies the existence of a multiplier λk ∈ R
so that

λk ≥ 0 , ζk = λkV(zk − zk−1), λk(‖zk − zk−1‖V − τ) = 0. (3.13)

which is just (3.3).
Next we verify (3.4). For this purpose, first observe that Lemma C.1 applied to J :=

Rh ◦Πh (cf. Remark 4) in combination with (3.11) gives

−ζk −Π∗hDzI(tk−1, zk) ∈ ∂(Rh ◦Πh)(zk − zk−1) ⊂ ∂(Rh ◦Πh)(0) (3.14)
=⇒ (Rh ◦Πh)∗(−ζk −Π∗hDzI(tk−1, zk)) = 0. (3.15)

Inserting this and the second equation in (3.13) into (3.12) then yields (3.4).
Finally, (3.6) directly follows from (3.14), i.e.,

Rh(Πh(v)) ≥ −〈ζk +Π∗hDzI(tk−1, zk), v〉 ∀v ∈ V

and the characterization of ζk in (3.13). ut
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Let us take a further look at (3.11). In combination with the characterization of ζτ,hk in
(3.13), this yields

0 ∈ ∂(Rh ◦Πh)(zτ,hk − zτ,hk−1) + λτ,hk V(zτ,hk − zτ,hk−1) +Π∗hDzI(tτ,hk−1, z
τ,h
k ) .

Sinceλτ,hk > 0 only if the local stability 0 ∈ ∂(Rh◦Πh)(zτ,hk −z
τ,h
k−1)+Π∗hDzI(tτ,hk−1, z

τ,h
k )

is violated, we can interpret this inclusion as a discrete version of (1.2). This observation will
be taken up in Section 3.3 to obtain, similarly to the continuous case (see [MR15, MRS12]),
a discrete version of the energy-equality in (1.3).

3.2 A-priori estimates

In the following, we derive several a-priori estimates that will allow a passage to the limit
in the discrete energy identity in Section 3.3 and 3.4, respectively. Furthermore, we show
that the discrete physical time given the time update in (3.2) reaches the final time T in a
finite number of iterations, see Proposition 3.6 below. We start with the following result,
whose proof is completely analogous to the continuous case, cf. e.g. [MR15], and therefore
postponed to Appendix A.

Lemma 3.2 (Boundedness for energy and dissipation) For all h, τ > 0 and all k ∈ N, it
holds

I(tτ,hk , zτ,hk ) +
k∑
i=1

Rh(zτ,hi − zτ,hi−1) ≤ (β + I(0, zτ,h0 )) exp(µT ), (3.16)

where β and µ are the constants from Section 2.

Lemma 3.3 (Uniform a-priori estimate for iterates) The iterates of Algorithm 1 fulfill

sup
h,τ>0, k∈N

‖zτ,hk ‖Z <∞. (3.17)

Proof Using F ≥ 0 and the coercivity of A, Young’s inequality implies for every t ∈ [0, T ]
and every z ∈ Z that

I(t, z) =
1

2
〈Az, z〉+ F(z)− 〈`(t), z〉

≥ α

2
‖z‖2Z − 〈`(t), z〉 ≥

α

4
‖z‖2Z − cα‖`‖

2
C0([0,T ];V∗)

with a constant cα, depending only on α and the embedding constant of Z ↪→ V . Combining
this with (3.16) and using Rh ≥ 0, we arrive at

α

4
‖zτ,hk ‖

2
Z ≤ cα‖`‖

2
C0([0,T ];V∗) + I(tτ,hk , zτ,hk )

≤ cα‖`‖2C0([0,T ];V∗) + (I(0, zτ,h0 ) + β) exp(µT ).

Because of (2.14) and the continuity of I by assumption, I(0, zτ,h0 ) converges to I(0, z0)
and is thus bounded, which gives the assertion. ut

Lemma 3.4 Let z0 ∈ Z be such that Az0 ∈ V∗. Then it holds

Π∗hDzI(0, zτ,h0 ) ⇀ DzI(0, z0) in V∗, as h↘ 0 .
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Proof By assumption, the energy functional is continuously differentiable in Z with

DzI(0, zτ,h0 ) = Azτ,h0 +DzF(zτ,h0 ) + `(0) ∈ Z∗.

We moreover assumed that `(0) ∈ V∗ and DzF ∈ C(Z;V∗), cf. (2.2) and (2.5), so that, for
every v ∈ V ,

〈Π∗h(DzF(zτ,h0 ) + `(0)), v〉V∗,V
= 〈DzF(zτ,h0 ) + `(0), Πh(v)〉Z∗,Z
= 〈DzF(zτ,h0 ) + `(0), Πh(v)〉V∗,V → 〈DzF(z0) + `(0), v〉V∗,V ,

(3.18)

where we used that zτ,h0 = Ph(z0)→ z0 in Z andΠh(v)→ v in V by (2.14). Moreover, the
definition of the Ritz-projection and Az0 ∈ V∗ by assumption imply for every v ∈ V that

〈Π∗h(Azτ,h0 ), v〉V∗,V = 〈APh(z0), Πhv〉Z∗,Z = 〈Az0, Πhv〉Z∗,Z
= 〈Az0, Πhv〉V∗,V → 〈Az0, v〉V∗,V .

Together with (3.18), this yields the assertion. ut

As indicated in the introduction, one major issue in the convergence analysis for param-
eterized solutions concerns the boundedness of the artificial time, even in the continuous
setting. In terms of the local minimization algorithms, this means one has to show that the
physical end time T is reached after a finite number of iterations. For this purpose, we need
the following

Lemma 3.5 For every r > 0 and ε > 0, there exists Cr,ε > 0, independent of h, such that

|〈DzF(zh1 )−DzF(zh2 ), zh1 − zh2 〉V∗,V | ≤ ε‖zh1 − zh2 ‖2Z + Cr,εRh(zh1 − zh2 )‖zh1 − zh2 ‖V

for all zh1 , zh2 ∈ Zh ∩BZ(0, r).

Proof The proof is analogous to the infinite-dimensional case, one just has to employ
Assumption (d) onRh from Section 2.3 at the end. For convenience of the reader, we explain
the arguments in detail. According to Ehrling’s lemma, for every δ > 0, there exists a constant
Cδ (obviously indepent of h) such that

‖z‖V ≤ δ‖z‖Z + Cδ‖z‖X ∀ z ∈ Z (3.19)

Now let zh1 , zh2 ∈ BZ(0, r) ∩ Zh be arbitrary. Using the growth condition on D2
zF in (2.5)

and the above inequality for δ = ε/(2C(1 + rq)) in combination with Young’s inequality
gives

|〈DzF(zh1 )−DzF(zh2 ), zh1 − zh2 〉V∗,V |

≤ ‖DzF(zh1 )−DzF(zh2 )‖V∗‖zh1 − zh2 ‖V
≤ C(1 + rq)‖zh1 − zh2 ‖Z(δ‖zh1 − zh2 ‖Z + Cδ‖zh1 − zh2 ‖X )

≤ ε‖zh1 − zh2 ‖2Z + C̃r,ε‖zh1 − zh2 ‖2X

with a constant C̃r,ε depending only on ε and r. Now, (2.6) and Assumption (d) on the
discretization of R result in

‖zh1 − zh2 ‖X ≤
1

ρ
R(zh1 − zh2 ) ≤ 1

ρ
Rh(zh1 − zh2 ),

which, together with the embedding V ↪→ X , which completes the proof. ut
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Now, we are in the position to prove that the final time T is reached in a finite number of
itarations.

Proposition 3.6 (Bound on artificial time) For everyh, τ > 0, there exists an indexN(τ, h) ∈
N such that tτ,hN(τ,h) = T . Moreover, there are constants C1, C2, C3 > 0 such that, for all
h, τ > 0, it holds

N(τ,h)∑
i=1

‖zτ,hi − zτ,hi−1‖Z ≤ C1, (3.20)

λτ,hk+1‖z
τ,h
k+1 − z

τ,h
k ‖V ≤ C2, ∀ k = 0, ..., N(τ, h)− 1, (3.21)

and ‖Π∗hDzI(tτ,hk , zτ,hk+1)‖V∗ ≤ C3 ∀ k = 0, ..., N(τ, h)− 1. (3.22)

Proof The arguments are similar to [Kne17], but, since one has to take account of the
discretization at several points, we depict the proof in detail. Let k ∈ N be arbitrary. For
convenience, we again suppress the superscript τ, h throughout the proof, except for zτ,h0 in
order to avoid confusion with the initial data. Testing (3.6) with v = zk+1 − zk yields

Rh(zk+1 − zk) ≥ −〈λkV(zk − zk−1) +Π∗hDzI(tk−1, zk), zk+1 − zk〉V∗,V
= −〈λkV(zk − zk−1), zk+1 − zk〉V∗,V − 〈DzI(tk−1, zk), zk+1 − zk〉Z∗,Z .

(3.23)

Inserting (3.4) into (3.5) and rewriting this identity for the index k + 1 (instead of k) gives

Rh(zk+1 − zk) + λk+1‖zk+1 − zk‖2 = 〈−DzI(tk, zk+1), zk+1 − zk〉Z∗,Z .

Subtracting this from (3.23) leads to

0 ≥ λk+1‖zk+1 − zk‖2V − λk〈V(zk − zk−1), zk+1 − zk〉V∗,V
+ 〈DzI(tk, zk+1)−DzI(tk−1, zk), zk+1 − zk〉Z∗,Z .

With this inequality at hand, we can now follow the lines of [Kne17, Proposition 2.3]: On
account of `(·) ∈ V∗ andDzF(·) ∈ V∗ by assumption, inserting the definition of I into this
inequality gives

〈DzF(zk)−DzF(zk+1), zk+1 − zk〉V∗,V + 〈`(tk−1)− `(tk), zk+1 − zk〉V∗,V
≥ λk+1‖zk+1 − zk‖2V − λk〈V(zk − zk−1), zk+1 − zk〉V∗,V

+ 〈A(zk+1 − zk), zk+1 − zk〉Z∗,Z
≥ λk+1‖zk+1 − zk‖2V − λk‖zk − zk−1‖V‖zk+1 − zk‖V + α ‖zk+1 − zk‖2Z ,

(3.24)

where we used the coercivity of A for the last estimate. We now estimate the terms on the
left hand side of (3.24) separately. For the first term, we apply Lemma 3.5 with ε = α/2.
Note that, by Lemma 3.3, there is an r > 0 so that zk ∈ BZ(0, r) for all k ∈ N giving in
turn that Lemma 3.5 is indeed applicable and yields

〈DzF(zk)−DzF(zk+1), zk+1 − zk〉V∗,V

≤ α

2
‖zk+1 − zk‖2Z + Cα‖zk+1 − zk‖VRh(zk+1 − zk),

(3.25)

with a constant Cα > 0, which is independent of τ , h, and k. The second term on the left
hand side of (3.24) is estimated by

〈`(tk−1)− `(tk), zk+1 − zk〉 ≤ ‖`‖C1([0,T ];V∗) (tk − tk−1)‖zk+1 − zk‖V . (3.26)
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Inserting (3.25) and (3.26) in (3.24) gives

λk+1‖zk+1 − zk‖2V − λk‖zk − zk−1‖V‖zk+1 − zk‖V +
α

2
‖zk+1 − zk‖2Z

≤ C‖zk+1 − zk‖VRh(zk+1 − zk) + ‖`‖C1([0,T ];V∗)(tk − tk−1)‖zk+1 − zk‖V ,

which, thanks to the continuous embedding Z ↪→ V and the norm equivalence of ‖·‖V and
‖·‖V, in turn implies

λτ,hk+1‖zk+1 − zk‖V − λ
τ,h
k ‖zk − zk−1‖V + c‖zk+1 − zk‖Z

≤ C (Rh(zk+1 − zk) + (tk − tk−1)) .

Summing up this estimate with respect to k then yields

λk+1‖zk+1 − zk‖V + c

k∑
i=1

‖zi+1 − zi‖Z

≤ λ1‖z1 − zτ,h0 ‖V + C
(
tk +

k∑
i=1

Rh(zi+1 − zi)
)
.

(3.27)

Thanks to (3.16), this inequality already nearly gives (3.21), provided that λ1‖z1 − zτ,h0 ‖V
is bounded independent of τ and h, which is shown next. For this purpose, we again insert
(3.4) into (3.5) to obtain for k = 1:

Rh(z1 − z0) + λ1‖z1 − zτ,h0 ‖
2
V = 〈−DzI(0, z1), z1 − zτ,h0 〉Z∗,Z .

Adding a zero, using Rh ≥ 0, and rearranging terms yield

〈DzI(0, z1)−DzI(0, zτ,h0 ), z1 − zτ,h0 〉Z∗,Z + λ1‖z1 − zτ,h0 ‖
2
V

≤ 〈−DzI(0, zτ,h0 ), z1 − zτ,h0 〉Z∗,Z = 〈−Π∗hDzI(0, zτ,h0 ), z1 − zτ,h0 〉V∗,V .

The first term on the left hand side is treated completely analogously to above by employing
Lemma 3.5 resulting in

α

2
‖z1 − zτ,h0 ‖

2
Z + λ1‖z1 − zτ,h0 ‖

2
V

≤ CRh(z1 − zτ,h0 )‖z1 − zτ,h0 ‖V + 〈−Π∗hDzI(0, zτ,h0 ), z1 − zτ,h0 〉V∗,V .

Using again Z ↪→ V and the norm equivalence of ‖·‖V and ‖·‖V, it follows

λ1‖z1 − zτ,h0 ‖V + c‖z1 − zτ,h0 ‖Z ≤ C
(
Rh(z1 − zτ,h0 ) + ‖Π∗hDzI(0, zτ,h0 )‖V∗

)
. (3.28)

From Lemma 3.4, we know that Π∗hDzI(0, zτ,h0 ) converges weakly in V∗ and is thus
bounded. Together with (3.16), this gives the desired boundedness of λ1‖z1 − zτ,h0 ‖V, i.e.,
(3.21) for k = 0. By adding (3.28) to (3.27), we obtain

λk+1‖zk+1 − zk‖V + c

k∑
i=0

‖zi+1 − zi‖Z

≤ C
(
tk +

k∑
i=0

Rh(zi+1 − zi) + ‖Π∗hDzI(0, zτ,h0 )‖V∗
)

≤ C
(
T + (I(0, zτ,h0 ) + β) exp(µT ) + ‖Π∗hDzI(0, zτ,h0 )‖V∗

)
,
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where we used (3.2) and (3.16) for the last estimate. As already seen at the end of the proof of
Lemma 3.3, I(0, zτ,h0 ) is bounded independent of h. Thus, employing again the boundedness
of ‖Π∗hDzI(0, zτ,h0 )‖V∗ gives

λk+1‖zk+1 − zk‖V + c

k∑
i=0

‖zi+1 − zi‖Z ≤ C, (3.29)

i.e., (3.21) for k ≥ 1. Note that the constant C is independent of τ , h, and k.
We proceed with showing (3.22). To this end, we first note that, since ‖zk+1− zk‖V ≤ τ

by (3.1), the identity (3.4) implies

distV∗{−Π∗hDzI(tk−1, zk), ∂(Rh ◦Πh)(0)} ≤ λk‖zk − zk−1‖V . (3.30)

Because of

ξ ∈ ∂(Rh ◦Πh)(0) =⇒ 〈ξ, v〉 ≤ Rh(Πh(v)) ≤ ρ̃‖v‖V ∀ v ∈ V
=⇒ ‖ξ‖V∗ ≤ ρ̃,

(3.31)

the subdifferential ∂(Rh ◦Πh)(0) is bounded by ρ̃ so that

‖Π∗hDzI(tk−1, zk)‖V∗ ≤ ‖Π∗hDzI(tk−1, zk)− w‖V∗ + ρ̃ ∀w ∈ ∂(Rh ◦Πh)(0).

Hence, (3.30) yields

‖Π∗hDzI(tk−1, zk)‖V∗ ≤ distV∗{−Π∗hDzI(tk−1, zk), ∂(Rh ◦Πh)(0)}+ ρ̃

≤ λk‖zk − zk−1‖V + ρ̃

and consequently (3.22) follows from (3.21).
Finally, assume that T is not reached after a finite number of steps. Thanks to (3.29),

the series
∑∞
i=0‖zi+1 − zi‖V then converges and, by definition of tk in (3.2), there exists

t∗ ≤ T such that limk→∞ tk = t∗. In particular, the sequence (tk+1 − tk)k∈N converges to
zero. But, in view of (3.2), this implies that (‖zk+1 − zk‖V)k∈N tends to τ , in contradiction
to the convergence of the series

∑∞
k=0‖zk+1 − zk‖V. Lastly, since (3.29) holds for every k,

we obtain (3.20). ut

In the following we will abbreviate the index N(τ, h) simply by N having mind that the
number N of timesteps always depends on τ and h

3.3 Discrete energy-equality

The goal of this section is to derive a discrete analogon to the energy identity (2.11). For
this purpose, we introduce the piecewise affine and the left and right continuous piecewise
constant interpolants associated with the iterates zτ,hk . As depicted in Sections 1 and 2, in the
setting of parametrized solutions, the potential discontinuities of the solution are resolved
by introducing an artificial time and interpret the physical time as a function thereof. This is
also reflected by the time-incremental local minimization scheme, where the artificial time
is simply defined by means of the time step size τ . To be more precise, we set

sτ,hk := min{kτ, Sτ,h}, where Sτ,h := T +
N∑
i=1

‖zτ,hi − zτ,hi−1‖V (3.32)
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From (3.2) and Proposition 3.6, it follows that sτ,hk = kτ for k < N , while sτ,hN = Sτ,h.
Moreover, (3.20) and Z ↪→ V immediately give that

Sτ,h ≤ Cs (3.33)

with a constant Cs > 0, independent of τ and h so that the artificial time interval is indeed
bounded independent of the discretization. Now given the artificial time, we define the
interpolants as follows: For s ∈ [sτ,hk−1, s

τ,h
k ) ⊂ [0, Sτ,h), the continuous and piecewise

affine interpolants are defined through

ẑτ,h(s) := zτ,hk−1 +
(s− sτ,hk−1)

sτ,hk − sτ,hk−1

(zτ,hk − zτ,hk−1),

t̂τ,h(s) := tτ,hk−1 +
(s− sτ,hk−1)

sτ,hk − sτ,hk−1

(tτ,hk − tτ,hk−1),

(3.34)

while the piecewise constant interpolants are given by

zτ,h(s) := zτ,hk , tτ,h(s) := tτ,hk , zτ,h(s) := zτ,hk−1, tτ,h(s) := tτ,hk−1. (3.35)

Since the artificial final time Sτ,h depends on the chosen discretization level, we extend all
interpolants constantly onto [0, S̃] with S̃ := supτ,h Sτ,h by

zτ,h(s) = zτ,h(s)= ẑτ,h(s) := zτ,hN

and tτ,h(s) = tτ,h(s) = t̂τ,h(s) := T

}
∀ s ∈ [Sτ,h, S̃] . (3.36)

Observe that S̃ ≤ Cs by (3.33). By construction, we immediately have (t̂τ,h, ẑτ,h) ∈
W 1,∞([0, S̃],R×V), but we even obtain pointwise bounds for the time derivatives indepen-
dent of the discretization:

Lemma 3.7 (Properties of affine interpolants) For almost all s ∈ [0, Sτ,h], the affine in-
terpolants from (3.34) fulfill

t̂′τ,h(s) ≥ 0, t̂′τ,h(s) + ‖ẑ′τ,h(s)‖V = 1 (3.37)

λτ,hk (1− ‖ẑ′τ,h(s)‖V) = 0 (3.38)

for almost every s ∈ [0, Sτ,h].

Proof The first statement in (3.37) is a direct consequence of (3.2), which immediately
implies tτ,hk − tτ,hk−1 ≥ 0. To prove the second one, first consider the case k < N . Then
sτ,hk = kτ and therefore, (3.2) implies for every s ∈ [sτ,hk−1, s

τ,h
k ) that

t̂′τ,h(s) =
(tτ,hk − tτ,hk−1)

sτ,hk − sτ,hk−1

= 1−
‖zτ,hk − zτ,hk−1‖V

τ
= 1− ‖ẑ′τ,h(s)‖V,

which is the assertion for k < N . In case of s ∈ [sτ,hN−1, Sτ,h), we obtain in view of (3.32) and
tτ,hN−1 = sτ,hN−1 −

∑N−1
i=1 ‖z

τ,h
i − zτ,hi−1‖V, which follows from (3.2) and sτ,hN−1 = (N − 1)τ ,

that

t̂′τ,h(s) + ‖ẑ′τ,h(s)‖V =
T − tτ,hN−1

Sτ,h − s
τ,h
N−1

+
‖zτ,hN − zτ,hN−1‖V
Sτ,h − s

τ,h
N−1

= 1.
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Together with the above, this confirms (3.37).
For s ∈ [sτ,hk−1, s

τ,h
k ) with k < N , the complementarity in (3.38) is a direct consequence

of (3.3), because

0 = λτ,hk (‖zτ,hk − zτ,hk−1‖V − τ) = τ λτ,hk (1− ‖ẑ′τ,h(s)‖V).

For s ∈ [sτ,hN−1, Sτ,h), this complementarity follows from λτ,hN = 0, which is valid, since
otherwise, by (3.3), ‖zτ,hN − zτ,hN−1‖V = τ so that (3.2) gives tτ,hN = tτ,hN−1 < T in contradic-
tion to the first assertion of Proposition 3.6. ut

Remark 1 From Lemma 3.7 and Lemma 3.3, we deduce the existence of a constant C > 0,
independent of τ and h, so that

‖t̂τ,h‖W 1,∞((0,S̃)) + ‖ẑτ,h‖W 1,∞((0,S̃);V) + ‖ẑτ,h‖L∞((0,S̃);Z) ≤ C.

These a-priori bounds will be essential to pass to the limit in the discrete energy identity,
which is derived next.

We are now in the position to show a discrete version of the energy-equality. Its proof
is based on Lemma 3.7, the a-priori estimates derived in Section 3.2, and Assumtion (a)
on the discretization of R, which essentially ensures that Rh has the same properties as R.
Therefore, the proof is completely analogous to the continuous case and thus postponed to
Appendix B.

Lemma 3.8 (Discrete energy-equality) For all σ1, σ2 ∈ [0, Sτ,h] with σ1 ≤ σ2, it holds

I(t̂τ,h(σ2), ẑτ,h(σ2))

+

∫ σ2

σ1

Rh(ẑ′τ,h) + distV∗{−Π∗hDzI(tτ,h(s), zτ,h(s)), ∂(Rh ◦Πh)(0)}ds

= I(t̂τ,h(σ1), ẑτ,h(σ1))

+

∫ σ2

σ1

∂tI(t̂τ,h(s), ẑτ,h(s))t̂′τ,h(s)ds+

∫ σ2

σ1

rτ,h(s)ds ,

(3.39)

where

rτ,h(s) := 〈DzI(t̂τ,h(s), ẑτ,h(s))−DzI(tτ,h(s), zτ,h(s)), ẑ′τ,h(s)〉Z∗,Z . (3.40)

Moreover, the complementarity condition

t̂′τ,h(s) distV∗{−Π∗hDzI(tτ,h(s), zτ,h(s)), ∂(Rh ◦Πh)(0)} = 0 (3.41)

is fulfilled f.a.a. s ∈ (0, Sτ,h), and there exists a constant C > 0 such that the remainder
rτ,h satisfies for all h, τ > 0 and all σ1 ≤ σ2 ∈ [0, Sτ,h]∫ σ2

σ1

rτ,h(s)ds ≤ Cτ. (3.42)

Remark 2 A comparison of the discrete energy identity in (3.39) and the continuous one in
(2.11) shows that the coefficient ‖ẑ′τ,h‖ is missing in front of the distance. It would be possible
to reformulate the optimality conditions in Lemma 3.1 in a way such that this coefficient
would arise in (3.39). This however would complicate the passage to the limit in the next
section. As we will see at the end of the proof of Theorem 3.9, (3.39) is sufficient to obtain
the desired energy identity in (2.11).
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3.4 Main Convergence Theorem

We now have everything at hand to prove our main convergence result.

Theorem 3.9 (Convergence towards parametrized solutions) There exists a sequence
{τn, hn}n∈N ⊂ R+ × R+ converging to zero so that the affine interpolants generated by
the fully discrete local minimization algorithm 1 and the artificial end time defined in (3.32)
satisfy

Sτn,hn → S, (3.43)

t̂τn,hn
∗
⇀ t̂ in W 1,∞((0, S);R), (3.44)

ẑτn,hn
∗
⇀ ẑ in W 1,∞((0, S);V) ∩ L∞((0, S);Z), (3.45)

ẑτn,hn(s) ⇀ ẑ(s) in Z for every s ∈ [0, S] (3.46)

and the limit (t̂, ẑ) is a parametrized solution in the sense of Definition 2.1.
Moreover, every accumulation point (t̂, ẑ) of time incremental sequences in the sense of

(3.43)–(3.46) is a parametrized solution.

Proof The arguments are similar to the semi-discrete case without a spatial discretization,
which is discussed in [Kne17]. However, as we have to include the passage to limit h ↘ 0,
we present the proof in detail.

The existence of a (sub-)sequence satisfying (3.43)–(3.45) is an immediate consequence
of the uniform estimates in Lemma 3.3, Lemma 3.7, and (3.33), cf. also Remark 1. By the
Aubin-Lions lemma W 1,∞((0, S);V) ∩ L∞((0, S);Z) compactly embeds in C([0, S];V)
so that ẑτn,hn uniformly converges in V to ẑ. However, Lemma 3.3 tells us that, for every s ∈
[0, S], {ẑτn,hn(s)} is bounded in Z and therefore there is a weakly convergent subsequence.
Due to the uniform convergence in V , the pointwise limit equals ẑ(s), which implies (3.46).

It remains to show that every (weak) limit is a parametrized solution. For this purpose,
let {τn, hn} be an arbitrary null sequence and assume that the convergence in (3.43)–
(3.46) holds. In order to simplify the notation, we indicate by {·}n the sequence of {·}τ,h
corresponding to {τn, hn}. Analogously, we abbreviate the indexhn simply byn.We proceed
in several steps and start with the following:

Convergence of piecewise constant interpolants First we show that the piecewise constant
interpolants converge pointwisely to the same limit. We exemplarily consider zτ,h. Because
of (3.17), there is a subsequence, for convenience also denoted by zn, converging in every
s ∈ [0, S] weakly in Z to some z̃(s). Hence, the compact embedding of Z in V implies
zn(s) → z̃(s) in V for all s ∈ [0, S]. Moreover, by (3.34) and (3.35), we have for all
k ∈ {1, ..., N} and all s ∈ [snk−1, s

n
k ) that

‖ẑn(s)− zn(s)‖V = |s− snk | ‖ẑ
′
n(s)‖V ≤ τ → 0,

where we used (3.37) and (3.33) for the last estimate. Hence, we obtain z̃(s) = ẑ(s) for
all s ∈ [0, S] and the uniqueness of the weak limit implies the weak convergence of the
whole sequence {zn}. For the other piecewise constant interpolants, one argues completely
analogously so that

tn(s), tn(s)→ t̂(s), zn(s), zn(s) ⇀ ẑ(s) in Z ∀ s ∈ [0, S] (3.47)

is obtained, as desired.
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Initial and end time conditions Since the Ritz projection trivially fulfills

ẑn(0) = zτ,h0 = Pn(z0)→ z0 in Z, (3.48)

the pointwise convergence in (3.46) implies ẑ(0) = z0 as desired.Moreover, thanks to (3.44),
t̂n converges uniformly to t̂ so that

0 = t̂n(0)→ t̂(0) and T = t̂n(Sn)→ t̂(S),

where we also used (3.43).

Complementarity relations We continue with the complementarity-like relations in (2.10).
First, the set

{(τ, ζ) ∈ L2((0, S))× L2((0;S);V) : τ(s) ≥ 0, τ(s) + ‖ζ(s)‖V ≤ 1 f.a.a. s ∈ (0, S)}

is clearly convex and closed, thus weakly closed and consequently, we obtain that the weak
limit (t̂, ẑ) satisfies the inequalities in (2.10a).

Next we turn to (2.10b), whose derivation is by far more involved. SinceDzF is supposed
to be weakly continuous as a mapping from Z to Z∗, it follows from (3.47) that

DzI(tn(s), zn(s)) ⇀ DzI(t̂(s), ẑ(s)) in Z∗ ∀ s ∈ [0, S].

Thanks to (2.15), i.e., Πn(z)→ z in Z for every z ∈ Z , this gives

〈Π∗nDzI(tn(s), zn(s)), z〉V∗,V
= 〈DzI(tn(s), zn(s)), Πnz〉Z∗,Z → 〈DzI(t̂n(s), ẑ(s)), z〉Z∗,Z ∀ z ∈ Z

(3.49)

i.e., weak convergence ofΠ∗nDzI(tn(s), zn(s)) toDzI(t̂(s), ẑ(s)) in Z∗. Since, by (3.22),
Π∗nDzI(tn(s), zn(s)) is uniformly bounded in V∗, there exists a subsequence converging
weakly to a g ∈ V∗. From (3.49), we infer that g = DzI(t̂(s), ẑ(s)) holds in Z∗ and by
density also in V∗. Thus the weak limit in V∗ is unique and we deduce weak convergence of
Π∗nDzI(tn(s), zn(s)) to DzI(t̂(s), ẑ(s)) in V∗ of the whole sequence.

Now we can take a closer look at the distance in (2.10b). SinceRh : Zh → R is assumed
to be l.s.c. and convex and Πh : V → Zh is linear and continuous, the subdifferential of
Rh ◦Πh is convex, closed, and bounded. Therefore,

distV∗{−Π∗nDzI(tn(s), zn(s)), ∂(Rn ◦Πn)(0)

= inf
w∈∂(Rn◦Πn)(0)

‖−Π∗nDzI(tn(s), zn(s))− w‖V−1

admits a solution ηn ∈ ∂(Rn ◦Πn)(0). Because of (3.31), there exists a subsequence, again
denoted by ηn, converging weakly to a η̃ in V∗. Now, ηn ∈ ∂(Rn ◦Πn)(0) is equivalent to

Rn(Πnv) ≥ 〈ηn, v〉 ∀ v ∈ V.

By weak convergence, the right hand side converges to 〈η, v〉. The left hand side converges
to R(v) on a dense subset U by Assumption (c) on the approximation of the dissipation
potential. By density of U ⊂ V and continuity of R, we thus obtain R(v) ≥ 〈η, v〉 for all
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v ∈ V so that η ∈ ∂R(0). Together with the weak lower semicontinuity of the norm and the
weak convergence of Π∗nDzI(tn(s), zn(s)) established above, this implies

lim inf
n→∞

distV∗{−Π∗nDzI(tn(s), zn(s)), ∂(Rn ◦Πn)(0)}

= lim inf
n→∞

‖Π∗nDzI(tn(s), zn(s))− ηn‖V−1

≥ ‖−DzI(t̂(s), ẑ(s))− η̃‖V−1 ≥ distV∗{−DzI(t̂(s), ẑ(s)), ∂R(0)}.

As this is the case for all weakly converging subsequences of ηn, we obtain

lim inf
n→∞

distV∗{−Π∗nDzI(tn(s), zn(s)), ∂(Rn ◦Πn)(0)}

≥ distV∗{−DzI(t̂(s), ẑ(s)), ∂R(0)}
(3.50)

for the whole sequence. To show (2.10b), let us abbreviate

ξn(s) := distV∗{−Π∗nDzI(tn(s), zn(s)), ∂(Rn ◦Πn)(0)},
ξ(s) := distV∗{−DzI(t̂(s), ẑ(s)), ∂R(0)}

so that (3.50) reads

lim inf
n→∞

ξn(s) ≥ ξ(s) ≥ 0 ∀ s ∈ [0, S]. (3.51)

We next address the measurability of ξ. By (3.22), Π∗nDzI(tn(·), zn(·)) is uniformly
bounded in time with values in V∗ and therefore weakly-∗ converging inL∞(0, S;V∗). Since
weak and pointwise limit coincide almost everywhere, we find thatDzI(t̂(·), ẑ(·)) is an ele-
ment of L∞(0, S;V∗) and thus Bochner-measurable. Since V∗ 3 g 7→ distV∗{g, ∂R(0)} ∈
R is continuous, this implies the desired measurability of ξ.

Now, consider an arbitrary κ ≥ 0 and define ξn,κ(s) := min{ξn(s), ξ(s), κ} such
that ξn,κ(s) converges to ξκ(s) := min{ξ(s), κ} almost everywhere in (0, S). Since ξκ is
measurable (as ξ is so) and κ ≥ ξn,κ(s), Lebesgue’s dominated convergence theorem gives

ξn,κ → ξκ in L1(0, S).

Thus, thanks to ξn(s) ≥ ξn,κ(s) and the weak-∗ convergence of t̂′, we obtain from (3.41)
that

0 = lim inf
n→∞

∫ S

0

t̂′n(s)ξn(s)ds ≥ lim inf
n→∞

∫ S

0

t̂′n(s)ξn,κ(s)ds =

∫ S

0

t̂′(s)ξκ(s)ds .

Since κ ≥ 0 was arbitrary, this inequality holds for every κ so that Fatou’s lemma yields

0 ≥ lim inf
κ→∞

∫ S

0

t̂′(s)ξκ(s)ds ≥
∫ S

0

t̂′(s)ξ(s)ds ≥ 0.

Because of ξ ≥ 0 and t̂′ ≥ 0 a.e. in (0, S), cf. (2.10a), this gives (2.10b).
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Energy identity Let s ∈ [0, S] be arbitrary. Thanks to the weak continuity of I(t, ·) and the
continuity of ` by assumption, (3.44) and (3.46) yield

I(t̂(s), ẑ(s) ≤ lim inf
n→∞

I(t̂n(s), ẑn(s)).

Moreover, the lower semicontinuity and convexity of R and Assumption (d) on the dis-
cretization thereof imply in view of (3.45) that∫ s

0

R(ẑ′(σ))dσ ≤ lim inf
n→∞

∫ s

0

R(ẑ′n(σ))dσ ≤ lim inf
n→∞

∫ s

0

Rn(ẑ′n(σ))dσ.

These estimates in combination with ‖ẑ′(s)‖V ≤ 1, (3.50), and Lemma 3.8 yield

I(t̂(s), ẑ(s)) +

∫ s

0

R(ẑ′(σ)) + ‖ẑ′(σ)‖V distV∗{−DzI(t̂(σ), ẑ(σ)), ∂R(0)}dσ

≤ lim inf
n→∞

(
I(t̂n(s), ẑn(s))

+

∫ s

0

Rn(ẑ′n(σ)) + distV∗{−Π∗nDzI(t̂n(σ), ẑn(σ)), ∂(Rn ◦Πn)(0)}dσ
)

= lim inf
n→∞

(
I(t̂n(0), ẑn(0)) +

∫ s

0

∂tI(t̂n(σ), ẑn(σ))t̂′n(σ)dσ +

∫ s

0

rn(σ)dσ

)
.

Due to the continuous differentiability of `, the strong convergence of ẑn in L1((0, S);Z)
(by (3.45) and (3.46)), the weak-∗ convergence of t̂′n in L∞(0, S), (3.42), and (3.48), the last
bracket converges to I(0, z0) +

∫ s
0
∂tI(t̂(σ), ẑ(σ))t̂′(σ)dσ so that

I(t̂(s), ẑ(s)) +

∫ s

0

R(ẑ′(σ)) + ‖ẑ′(σ)‖V distV∗{−DzI(t̂(σ), ẑ(σ)), ∂R(0)}dσ

≤ I(0, z0) +

∫ s

0

∂tI(t̂(σ), ẑ(σ))t̂′(σ)dσ

is obtained. The reverse inequality can be shown completely analogously to [KRZ13,
Lemma 5.2] by using the chain rule and the characterization of ∂R(0) in Lemma C.1.
We point out that the arguments in [KRZ13] do not rely on any regularization or discretiza-
tion and can therefore directly be applied to the limit (t̂, ẑ). All in all, we have verified the
energy identity in (2.11), which completes the proof. ut

4 Algorithmic realization and numerical tests

4.1 Test problem

To test the fully discrete local minimization algorithm numerically, we choose the following
setting for the problem data in Section 2:

– In the following, Ω ⊂ Rd, d = 2, 3, is a bounded domain.
– The spaces are chosen to be Z = H1

0 (Ω), V = L2(Ω), and X = L1(Ω).
– For the operator V : L2(Ω)→ L2(Ω)∗, we just choose the Riesz isomorphism.
– The operator A within the energy functional is set to A = −4 : H1

0 (Ω) → H−1(Ω)
such that the coercivity constant α equals Poincaré’s constant.
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– The nonlinearity F in the energy is defined as the well-known double well potential

F(z) := 48

∫
Ω

(
1− z(x)2

)2dx,
which is non-negative and twice Fréchet-differentiable as a functional in L4(Ω) and, via
Sobolev embeddings, also inH1

0 (Ω)withDzF(z)h = −192
∫
Ω

(1−z(x)2)z(x)h(x)dx.
Due toH1

0 (Ω) ↪→ L6(Ω), the derivative can be extended to a linear functional onL2(Ω)
and is continuous in these spaces. Moreover, using once again Sobolev embeddings and
Hölder’s inequality, one finds

|D2
zF(z)[v, h]| ≤ C

(
1+‖z‖2H1(Ω)

)
‖v‖H1(Ω) ‖h‖L2(Ω) ∀ z, v ∈ H1

0 (Ω), h ∈ L2(Ω),

which is (2.5) with q = 2.
– The external loads are only depending on t and given by

`(t, x) = `(t) := −48 sin(2πt), (t, x) ∈ [0, T ]×Ω

and thus satisfies the regularity requirements in (2.2).
– The dissipation functional is given by the L1-norm, i.e., R(v) = ‖v‖L1(Ω) so that (2.6)

is fulfilled with ρ = 1 and ρ = |Ω|1/2.

Hence, all assumptions on the data are fulfilled by this concrete setting and we can turn to
the spatial discretization of the problem under consideration.

4.2 Finite Element discretization

We employ classical linear finite elements (FE) to discretize the energy and the dissipation
functional. For this purpose, assume that a family {Th}h>0 of shape-regular triangulations of
the domainΩ be given. Herein, h denotes themesh size defined by h := maxT∈Th diam(T ).
To keep the discussion concise, we assume thatΩ is a polygon and polyhedron, respectively,
and that the triangulations exactly fit the boundary. For the discrete space, we choose the
space of piecewise linear and continuous test functions, i.e.,

Zh := {v ∈ C(Ω̄) ∩H1
0 (Ω) : v|T ∈ P1 ∀T ∈ Th}.

By classical results on Lagrange and quasi-interpolation, respectively, the best approximation
properties of the orthogonal and the Ritz projection show that the approximation assump-
tions in (2.14) are fulfilled. Moreover, as shown in [GHS16], the shape-regularity of the
triangulation guarantees that the stability assumption in (2.12) is satisfied.

The discretization of the dissipation potential in form of the L1-norm is performed by a
mass lumping scheme, which turns out to be advantageous for the numerical solution of the
local minimization problems in (3.1), as we will see in Section 4.3. Let us denote the nodes
of the triangulation Th and the associated nodal basis by xi and ϕi, i = 1, ..., Nh. Moreover,
given a function zh ∈ Zh, we denote the coefficient vector of zh w.r.t. the nodal basis
by z = (z1, ..., zNh) ∈ RNh , i.e., zh(x) =

∑Nh
i=1 zi ϕi(x). Then, the discrete dissipation

potential Rh : Zh → R is defined by

Rh(zh) :=

∫
Ω

Nh∑
i=1

|zi|ϕi(x)dx. (4.1)

It remains to verify the Assumptions (a)–(d) on Rh, which is done next.
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Proposition 4.1 The discrete dissipation potential defined in (4.1) satisfies the conditions
(a)–(d) from Section 2.3.

Proof Due to the positivity of the nodal basis, Rh is only a scaled version of the |·|1-norm
on RN and consequently, it fulfills assumption (a). Moreover, the first inequality in (2.16) is
obvious. For the second one, we use the affine transformation FT : T̂ → T to the reference
element T̂ = conv((0, 0), (1, 0), (0, 1)) to obtain

Rh(zh) =
∑
T∈Th

∫
T̂

∑
xi∈T

|zi| (ϕi ◦ FT )(x̂) |det(DFT (x̂))| dx̂

Let us denote the transformed basis functions by ϕ̂j , j = 1, ..., d. Due to the non-negativity
of the nodal basis, each of the mappings

Rd 3 (vj)
d
j=1 7→

∫
T̂

d∑
j=1

|vj |ϕ̂j(x̂)dx̂ and Rd 3 (vj)
d
j=1 7→

∫
T̂

∣∣∣ d∑
j=1

vjϕ̂j(x̂)
∣∣∣dx̂

forms a norm on Rd. Thus, by the norm-equivalence in finite dimensions, there exists a
constant c > 0, only dependening on d = dim(Ω), such that

Rh(zh) ≤
∑
T∈Th

c

∫
T̂

∣∣∣ ∑
xi∈T

zi (ϕi ◦ FT )(x̂) |det(DFT (x̂))|
∣∣∣dx̂ = c ‖zh‖L1(Ω) , (4.2)

which is (2.16).
For the convergence in (c), we set U = C∞c (Ω) and estimate for all u ∈ U :

|Rh(Πhu)−R(u)|
≤ |Rh(Πh(u))−Rh(Ih(u))|+ |Rh(Ih(u))−R(Ih(u))|+ |R(Ihu)−R(u)|
=: e1 + e2 + e3,

where Ih : C(Ω̄) → Zh denotes the Lagrange interpolation operator. Using the reverse
triangle inequality in combination with (4.2), the first difference can be estimated by

e1 =
∣∣∣ ∫
Ω

Nh∑
i=1

(
|(Πhu)(xi)| − |(Ihu)(xi)|

)
ϕi(x)dx

∣∣∣
≤ Rh(Πh(u)− Ih(u))

≤ c ‖Πh(u)− Ih(u)‖L1(Ω) ≤ C ‖Πh‖L(L2(Ω),L1(Ω)) ‖u− Ih(u)‖L2(Ω) → 0, as h↘ 0.

Thanks to the partition-of-unity property of the nodal basis, we obtain for the second differ-
ence by applying the reverse triangle inequality once again

e2 ≤
∑
T∈Th

∫
T

Nh∑
i=1

|(Ihu)(xi)− (Ihu)(x)|ϕi(x) dx

≤
∑
T∈Th

h ‖Ihu‖W 1,∞(T )

∫
T

Nh∑
i=1

ϕi(x) dx ≤ C h ‖u‖W 1,∞(Ω) → 0, as h↘ 0.
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Using the reverse triangle inequality a third time, we estimate the last difference by

e3 ≤ R(Ihu− u) ≤ ρ̄ ‖Ihu− u‖L2(Ω) → 0, as h↘ 0.

Overall, we thus obtain Assumption (c) with U = C∞c (Ω), which is clearly dense in L2(Ω).
Finally, the non-negativity of the nodal basis directly implies for every vh ∈ Zh that

R(vh) =

∫
Ω

∣∣∣ Nh∑
i=1

viϕi(x)
∣∣∣ dx ≤ ∫

Ω

Nh∑
i=1

|vi|ϕi(x) dx = Rh(vh),

which is the last Assumption (d). ut

4.3 Numerical solution of the local minimization problems

The essential advantage of the discretization of R = ‖ · ‖L1(Ω) in (4.1) is that its subd-
ifferential admits a component-wise characterization. This allows to rewrite the first-order
optimality conditions associated with (3.1) as a system of non-smooth equations, which is
amenable to semi-smooth Newton methods. To see this, note that the discrete dissipation
potential can equivalently be rewritten as

Rh(zh) = R(z) := m>|z| with m = (m1, ...,mNh) := M1, (4.3)

where Mij =
∫
Ω
ϕi ϕj dx ∈ RNh×Nh is the mass matrix, 1 = (1, ..., 1) ∈ RNh , and

|z| = (|z1|, . . . , |zNh |). Therefore, the convex subdifferential of Rh can be expressed as
follows:

q = (q1, ..., qNh) ∈ ∂R(zh) ⇐⇒ |qi| ≤ mi, qi zi = mi|zi| ∀ i = 1, ..., Nh,

which can equivalently be formulated as

max{|qi| −mi,mi|zi| − qi zi} = 0 ∀ i = 1, ..., Nh .

To reformulate the optimality conditions of (3.1) as non-smooth equation, let us abbreviate
the coefficient vector associated with zτ,hk by zk. Moreover, we denote the energy functional
considered as mapping acting on the coefficient vector by I : RNh → R. Then, (3.1) is
equivalent to the following minimization problem for the coefficient vector zk: min

z∈RNh
I(tk−1,z) +R(z − zk−1)

s.t. G(z) ≤ 0,
(4.4)

with G(z) = 1
2 ((z − zk−1)>M(z − zk−1)− τ2). Here and for the rest of this section, we

abbreviate tτ,hk−1 simply by tk−1. Based on the above description of the convex subdifferential
of R, standard arguments, such as e.g. Fenchel duality subsequent to linearization, can be
applied to establish the following first-order necessary optimality conditions for this finite
dimensional problem:

Lemma 4.2 If zk ∈ RNh is a local solution of (4.4), then there exists multipliers q ∈ RNh
and λ ∈ R such that

DzI(tk−1,z
k) + λG′(zk) + q = 0, (4.5a)

max{|qi| −mi,mi|zki − z
k−1
i | − qi(zki − z

k−1
i )} = 0 ∀ i = 1, ..., Nh, (4.5b)

max{−λ,G(z)} = 0. (4.5c)
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Remark 3 Denoting (with a little abuse of notation) the stiffness matrix associated with the
FE discretization of the Laplacian by A ∈ RNh×Nh , (4.5a) is equivalent to

Azk − 192
(∫

Ω

(1− zτ,hk (x)2)zτ,hk (x)ϕi(x)dx
)Nh
i=1

+ `(tk−1)m+ λM(zk − zk−1) + q = 0.

Thus, by employing an appropriate quadrature rule, equation (4.5a) can be evaluated without
any additional discretization error.

The optimality system in (4.5) is solved numerically by a semismooth Newton-algorithm,
see e.g. [HPUU08]. To describe this in detail, let us denote the left hand side of (4.5) by
F : R2Nh+1 → R2Nh+1 so that (4.5) becomes F (z, q, λ) = 0. Of course, F depends on
time discretization level k, but we suppress this dependency for the time being to shorten the
notation. Now, given an iterate xn = (zn, qn, λn), we compute the next one by solving the
following semi-smooth Newton equation

Hn (xn+1 − xn) = −F (xn) with Hn ∈ ∂NF (xn),

where ∂NF denotes the Newton-derivative according to [IK08]. As a composition of
Newton-differentiable functions,F itself isNewton-differentiable, see [HPUU08,Thm. 2.10].
For our implementation, we choose

Hn :=


D2
zzI(tk−1,z

n) + λnM IdNh×Nh M(zn − zk−1)

diag(αn) diag(βn) 0Nh

χn(zn − zk−1)>M 0>Nh −1 + χn

 (4.6)

with

αni :=

{
0, mi|zni − z

k−1
i | − qni (zni − z

k−1
i )− |qni |+mi ≤ 0,

mi s̃gn(zni − z
k−1
i )− qni , mi|zni − z

k−1
i | − qni (zni − z

k−1
i )− |qni |+mi > 0,

βni :=

{
s̃gn(qni ), mi|zni − z

k−1
i | − qni (zni − z

k−1
i )− |qni |+mi ≤ 0,

zk−1
i − zni , mi|zni − z

k−1
i | − qni (zni − z

k−1
i )− |qni |+mi > 0,

and

χn :=

{
1, G(zn) > −λn,
0, G(zn) ≤ −λn,

and s̃gn(x) :=

{
1, x ≥ 0,

−1, x < 0.

According to [IK08], s̃gn constitutes an element of the Newton-derivative of the absolute
value function. We choose this particular element instead of the sgn-function satisfying
sgn(0) = 0 in order to avoid the appearance of zero rows in Hn. With this choice, all
matrices Hn appearing in our numerical test have shown to be invertible and the semi-
smooth Newton method performed well with respect to both, robustness and efficiency.
In particular, no globalization efforts are needed to ensure convergence of the method. A
rigorous convergence analysis of the method however would go beyond the scope of this
paper and is subject to future research.
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4.4 Numerical results

For our numerical test, we choose the unit square Ω = (0, 1)2 as computational domain.
Moreover, the initial state is set to z0 ≡ 0 and the final time is T = 1.0. Note that the initial
state thus satisfiesAz0 ≡ 0 ∈ L2(Ω) as required by our standing assumptions in Section 2.1.
The domain is discretized by a Friedrich-Keller triangulation with mesh size h =

√
2/50.

For the time step size, we choose τ = 0.01. The numerical computations are performed with
Matlab© and the linear systems of equations arising in each semi-smooth Newton step are
solved by Matlab’s inbuilt direct solver based on UMFPACK.

We compare the local minimization algorithmwith the global minimization scheme from
(1.5), which is discretized in the same way as (3.1) by using piecewise linear finite elements.
The minimization problem in (1.5a) is also solved by means of the semi-smooth Newton
method. In order to ensure the convergence to global minimizers, we choose the two global
minimizers of the nonlinear function F (i.e., z ≡ 1 and z ≡ −1) as starting points for the
semi-smooth Newton method.

Let us first comment on the results of the local minimization iteration from Algorithm 1.
Since `(0) ≡ 0, the initial state z0 = Phz0 is locally stable, meaning −DzI(0, z0) ∈
∂Rh(0). Consequently, the state does not change in the first iteration and, thanks to the time
update in (3.2), the physical time proceeds by τ = 0.01. However, z0 ≡ 0 is only a local
maximum of the non-linearity F and therefore, the external load enforces the state to jump
immediately after the first time step into a local minimum in the subsequent iterations. In
case of the local minimization algorithm, this jumps evolves as a viscous transition, while
the physical time stagnates, see Figure 4.2. The state after this viscous transition is shown in
Figure 4.1b. Afterwards the system evolves in a time continuous manner until t ≈ 0.6724.
At this time, a second jump occurs and the system switches into a viscous behaviour, which
can be observed in Figures 4.1d-4.1h, finally yielding the state in Figure 4.1i. Meanwhile
the physical time again stands still (see Figure 4.2), so that the solution in fact changes in a
jump-like fashion. The end state is shown in Figure 4.1j.

Let us now turn to the results of the global minimization scheme from (1.5). Just as in
case of Algorithm 1, the state jumps to a global minimum immediately after the first time step
and evolves continuously afterwards. However, as the time evolves, both solutions show a
quite different behaviour. While the second discontinuity of the parametrized solution shows
up at t ≈ 0.6724, as depiced above, the global energetic solution already jumps at t ≈ 0.51.
In view of the global minimization in (1.5a), it is intuitively expected that the global energetic
solution jumps as soon as possible (cf. also [MRS12, Mie03] and the references therein). The
difference between the global energetic and the parametrized solution can even be further
enhanced. For instance, by choosing `(t) = −32 sin(2πt), the global energetic solution still
provides a discontinuity at t ≈ 0.51, while the parameterized one remains continuous until
the end time is reached.

5 Conclusions

We presented a full space-time discretization scheme of a rate-independent evolution in-
cluding a non-convex energy functional. The time discretization is based on the local mini-
mization scheme introduced in [EM06], whereas we employ standard piecewise linear finite
elements for the spatial discretization. By adapting the analysis of the recent contribution
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(a) t = 0.00 (b) t = 0.01

(c) t = 0.6724 (d) t = 0.6724

(e) t = 0.6724 (f) t = 0.6724

(g) t = 0.6724 (h) t = 0.6724

(i) t = 0.6729 (j) t = 1.00

Fig. 4.1: Computed parameterized solution to the problem described in Section 4. Fig-
ures 4.1c–4.1i show the viscous transition corresponding to the discontinuity at time
t ≈ 0.6724.
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Fig. 4.2: Evolution of the physical time as function of the artificial time. The physical time
stands still during the viscous transitions at time t ≈ 0.01 and t ≈ 0.6724

[Kne17], we proved that (weak) accumulation points of the sequence of discrete solutions
for mesh size tending to zero exist and are so-called parametrized solutions of the original
evolutionary system. For the discretization of the dissipation functional, we employed a mass
lumping scheme, which on the one hand turned out to be advantageous for the numerical
realization of the algorithm and on the other hand can be incorporated into the (abstract)
convergence analysis. This mass lumping allows a reformulation of the discrete optimality
system arising in each step of the local minimization scheme as non-smooth equation, which
is amenable for semi-smooth Newton methods. By choosing a particular Newton derivative,
the arising algorithm behaves robust and efficient in our numerical test. For the case of a
double-well potential, we compared the local minimization scheme with another time dis-
cretization scheme known to converge to global energetic solutions. We observe that both
schemes indeed provide different solutions, which jump at different points in time.

There are various future research questions arising in the context of a fully discrete local
minimization scheme. This especially concerns the derivation of a priori and a posteriori
error estimates. In our opinion, there is no hope to derive a priori error estimates without
further assumptions, since the solutions are in general not unique and there may be a whole
continuum of solutions. In case of uniform convex energies, error estimates for global
minimization schemes of the form (1.5) have been derived in [MPPS10], and we expect that
parts of the analysis can be adapted to the local minimization scheme, although an estimation
of the discrete physical time as function of the artificial time will certainly be an issue in
this context. A further question addresses the convergence behavior of the semi-smooth
Newton method introduced in Section 4.3. As the method proved to be fairly robust in our
numerical computations, it seems that the Newton-matrices in (4.6) are all invertible and
that their inverses are bounded so that the classical convergence analysis of semi-smooth
Newton methods applies. This however is subject to future research, in particular also in
infinite dimensions, i.e., without a spatial discretization.

Acknowledgements The authors are very grateful to Dorothee Knees (University of Kassel) for various
helpful discussions.
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A Proof of Lemma 3.2

We start the proof of Lemma 3.2with the following result, which is a direct consequence of the characterization
of zτ,hk as a minimizer of (3.1). (This is actually the only point, where one uses that zτ,hk is a minimizer and
not only a stationary point satisfying (3.3)–(3.6).)

Lemma A.1 (Local energy-inequality) For all h, τ > 0 and all k ∈ N, the inequality

I(tτ,hk , zτ,hk ) +Rh(zτ,hk − zτ,hk−1) ≤ I(t
τ,h
k−1, z

τ,h
k−1) +

∫ t
τ,h
k

t
τ,h
k−1

∂tI(s, zτ,hk )ds (A.1)

is valid.

Proof By optimality of zτ,hk and feasibility of zτ,hk−1 for the minimization problem in (3.1), we obtain

I(tτ,hk−1, z
τ,h
k ) +Rh(zτ,hk − zτ,hk−1) ≤ I(t

τ,h
k−1, z

τ,h
k−1) (A.2)

Adding I(tτ,hk , zτ,hk ) on both sides then gives the result. ut

The local energy inequality is now used to derive the uniform bounds on energy and dissipation in
Lemma 3.2:

Proof (of Lemma 3.2) Again we suppress the superscript τ, h in the proof to shorten the notation, except for
zτ,h0 in order to avoid confusion with the initial value. Estimating the right hand side in (A.1) by employing
(2.4) gives

I(tk, zk) +Rh(zk − zk−1)

≤ I(tk−1, zk−1) +

∫ tk

tk−1

µ(I(tk−1, zk) + β) exp(µ(s− tk−1))ds

= I(tk−1, zk−1) + (I(tk−1, zk) + β)(exp(µ(tk − tk−1))− 1).

Using the non-negativity ofRh by (2.16) in combination with (A.2) yields I(tk−1, zk) ≤ I(tk−1, zk−1)
so that

I(tk, zk) +Rh(zk − zk−1)

≤ I(tk−1, zk−1) + (I(tk−1, zk−1) + β)(exp(µ(tk − tk−1))− 1)
(A.3)

is obtained. By exploiting once againRh ≥ 0, this implies

I(tk, zk) ≤ (I(tk−1, zk−1) + β) exp(µ(tk − tk−1))− β

such that induction over k already gives the desired result for the energy:

I(tk, zk) ≤ (I(0, zτ,h0 ) + β)
k∏
j=1

exp(µ(tj − tj−1))− β

≤ (I(0, zτ,h0 ) + β) exp(µtk)− β.

(A.4)

To include the dissipation in the estimate, we sum up (A.3) to obtain

I(tk, zk) +
k∑
j=1

Rh(zj − zj−1)

≤ I(0, zτ,h0 ) +

k∑
j=1

(I(tj−1, zj−1) + β)(exp(µ(tj − tj−1))− 1).
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Inserting (A.4) and adding β on both sides, we finally obtain

I(tk, zk) +
k∑
j=1

Rh(zj − zj−1) + β

≤ (I(0, zτ,h0 ) + β) +

k∑
j=1

(I(0, zτ,h0 ) + β) exp(µtj−1)(exp(µ(tj − tj−1))− 1)

= (I(0, zτ,h0 ) + β) exp(µtk) ≤ (I(0, zτ,h0 ) + β) exp(µT ),

which is the claimed estimate. ut

B Proof of the discrete energy identity in Lemma 3.8

We follow the lines of [Kne17] and start with the proof of (3.41). From (3.3), (3.4), and the binomial formula,
we infer

distV∗{−Π∗hDzI(t
τ,h
k−1, z

τ,h
k ), ∂(Rh ◦Πh)(0)} = λτ,hk τ. (B.1)

For arbitrary k ∈ {1, ..., N − 1}, we thus deduce from (3.3) and (3.37) that

0 = λτ,hk (‖zτ,hk − zτ,hk−1‖V − τ)

= λτ,hk τ(1− ‖ẑ′τ,h(s)‖V)

= t̂′τ,h(s) distV∗{−Π
∗
hDzI(tτ,h(s), zτ,h(s)), ∂(Rh ◦Πh)(0)}, ∀ s ∈ [sτ,hk−1, s

τ,h
k ),

where we employed the definition of the constant interpolants in (3.35). This gives (3.41) for almost all
s ∈ (0, sτ,hN−1). As seen at the end of the proof of Lemma 3.7, it holds λτ,hN = 0 so that (B.1) implies the
assertion for s ∈ (sτ,hN−1, Sτ,h).

Next we turn to the discrete energy-identity. Since the affine interpolants in (3.34) are by construction
elements ofW 1,∞((0, Sτ,h)) andW 1,∞((0, Sτ,h);Z), respectively, and due to I ∈ C1([0, T ]× Z) by
assumption, the chain rule is applicable and gives for s ∈ [sτ,hk−1, s

τ,h
k ) that

d
ds
I(t̂τ,h(s), ẑτ,h(s))

= ∂tI(t̂τ,h(s), ẑτ,h(s))t̂′τ,h(s) + 〈DzI(t̂τ,h(s), ẑτ,h(s)), ẑ
′
τ,h(s)〉Z∗,Z

= ∂tI(t̂τ,h(s), ẑτ,h(s))t̂′τ,h(s) +
1

sτ,hk − sτ,hk−1

〈DzI(tτ,h(s), zτ,h(s)), z
τ,h
k − zτ,hk−1〉Z∗,Z

+ 〈DzI(t̂τ,h(s), ẑτ,h(s))−DzI(tτ,h(s), zτ,h(s)), ẑ
′
τ,h(s)〉Z∗,Z .

From (3.5), we have in combination with the 1-homogeneity ofRh that

−
1

sτ,hk − sτ,hk−1

〈DzI(tτ,h(s), zτ,h(s)), z
τ,h
k − zτ,hk−1〉Z∗,Z

=
1

sτ,hk − sτ,hk−1

(
R(zτ,hk − zτ,hk−1) + τ distV∗{−Π∗hDzI(t

τ,h
k−1, z

τ,h
k ), ∂(Rh ◦Πh)(0)}

)
= Rh(ẑ′τ,h) + distV∗{−Π∗hDzI(t

τ,h
k−1, z

τ,h
k ), ∂(Rh ◦Πh)(0)}).

Note that, in case of k < N , the last equation results from sτ,hk − sτ,hk−1 = τ for k < N , while, for the case
k = N , it follows from λτ,hN = 0 and (B.1), similarly to above. By taking into account the definition of rτ,h
in (3.40), integration over (σ1, σ2) then yields (3.39).

It remains to estimate rτ,h. To this end, first observe that the definition of the affine and constant
interpolants in (3.34) and (3.35) implies for every k ∈ {1, ..., N} and every s ∈ [sτ,hk−1, s

τ,h
k ) that

ẑτ,h(s)− zτ,h(s) = (s− sτ,hk )ẑ′τ,h(s) and t̂τ,h(s)− tτ,h(s) = (s− sτ,hk−1)t̂
′
τ,h(s),
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which is frequently used in the following estimates. Now, let k ∈ {1, ..., N} and s ∈ [sτ,hk−1, s
τ,h
k ) be

arbitrary. Then, by inserting the concrete form of I into the definition of rτ,h in (3.40) and employing the
coercivity of A together with (s− sτ,hk ) < 0, we arrive at

rτ,h(s) = (s− sτ,hk )〈A(ẑ′τ,h(s)), ẑ
′
τ,h(s)〉Z∗,Z

+ 〈DzF(ẑτ,h(s))−DzF(zτ,h(s)),
ẑτ,h(s)− zτ,h(s)

(s− sτ,hk )
〉V∗,V

− 〈`(t̂τ,h(s))− `(tτ,h(s)), ẑ
′
τ,h(s)〉V∗,V

≤ α(s− sτ,hk )‖ẑ′τ,h(s)‖
2
Z

+
1

|s− sτ,hk |
|〈DzF(zτ,h(s))−DzF(ẑτ,h(s)), zτ,h(s)− ẑτ,h(s)〉V∗,V |

+ |t̂τ,h(s)− tτ,h(s)| ‖`‖C1([0,T ],V∗)‖ẑ
′
τ,h(s)‖V .

(B.2)

We apply Lemma 3.5 with ε = α/2 to the second term on the right hand side to obtain
1

|s− sτ,hk |
|〈DzF(zτ,h(s))−DzF(ẑτ,h(s)), zτ,h(s)− ẑτ,h(s)〉V∗,V |

≤
α

2
|s− sτ,hk | ‖ẑ

′
τ,h(s)‖

2
Z + Cα |s− sτ,hk |Rh(ẑ

′
τ,h(s)) ‖ẑ

′
τ,h(s)‖V

wherewe also used the positive homogeneity ofRh. By inserting this in (B.2) and using again that (s−sτ,hk ) <
0, one deduces

rτ,h(s) ≤ C
(
Rh(ẑ′τ,h(s)) + t̂′τ,h(s) ‖`‖C1([0,T ],V∗

)
(s− sτ,hk−1) ‖ẑ

′
τ,h(s)‖V .

Integrating and exploiting the definition of ẑτ,h and t̂τ,h, respectively, then yields∫ σ2

σ1

rτ,h(s)ds

≤
N∑
i=1

∫ s
τ,h
i

s
τ,h
i−1

C
(
Rh(zτ,hi − zτ,hi−1)

+ (tτ,hi − tτ,hi−1) ‖`‖C1([0,T ],V∗)

) sτ,hi − s
(sτ,hi − sτ,hi−1)

2
‖zτ,hi − zτ,hi−1‖V ds

=
N∑
i=1

1

2
C
(
Rh(zτ,hi − zτ,hi−1) + (tτ,hi − tτ,hi−1) ‖`‖C1([0,T ],V∗)

)
‖zτ,hi − zτ,hi−1‖V

≤ C τ
(
T +

N∑
i=1

Rh(zτ,hi − zτ,hi−1)
)
.

Thanks to Lemma 3.2, the bracket on the right hand side is bounded independent of τ and h so that (3.42) is
proven, too. ut

C Auxiliary results from convex analysis

In this section, we collect some useful properties of R and Rh, respectively. We start with the following
lemma, whose proof is straight forward and therefore omitted:
Lemma C.1 Let W be a normed vector space and J : W → R a convex and positive 1-homogeneous
functional. Then it holds

∂J (v) ⊂ ∂J (0) ∀v ∈ W (C.1)
ξ ∈ ∂J (0) ⇐⇒ J (w) ≥ 〈ξ, w〉 ∀w ∈ W (C.2)
∂J (v) = {ξ ∈ ∂J (0) : J (v) = 〈ξ, v〉} (C.3)
J ∗(ξ) = I∂J (0)(ξ) ∀ξ ∈ W∗ (C.4)

where I∂J (0) denotes the indicator functional of ∂J (0).
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Remark 4 Since only convexity and positive homogeneity is required for Lemma C.1 to hold, we may apply
the above results toR, its approximationRh, andRh ◦Πh, considered as operators on V as well as Z .

As in the proof of Lemma 3.1, we abbreviateRτ,h = Rh ◦Πh + Iτ , where Iτ is as defined in (3.8).
Analogously, we set Rhτ := Rh + Iτ (v). We further denote by ∂ZRτ,h the subdifferential of Rτ,h w.r.t.
Z −Z∗-duality, while ∂Rτ,h is the subdifferential w.r.t. V −V∗-duality. The same notation is used forRhτ .

Lemma C.2 For every η ∈ V∗, there holds

(Rτ,h)∗(η) = τ distV∗{η,Π∗h∂Rh(0)}, (C.5)

where distV∗{η,Π∗h∂Rh(0)} = inf{‖η −Π∗hw‖V−1 : w ∈ ∂Rh(0)} and ‖η‖2V−1 = 〈η,V−1η〉.

Proof We use the inf-convolution formula (see [Att84, Prop. 3.4]), which is applicable, since Rh ◦ Πh is
continuous. This gives

(Rh ◦Πh + Iτ )
∗ (η) = inf

w∈V∗
((Rh ◦Πh)∗(η) + I∗τ (w − η)) . (C.6)

For I∗τ , direct calculation leads to
I∗τ (η) = τ‖η‖V−1 (C.7)

To calculate the conjugate functional of (Rh◦Πh)∗, note that by the linearity ofΠh the compositionRh◦Πh
is again convex and 1-homogeneous. Therefore, Lemma C.1 gives (Rh ◦ Πh)∗(η) = I∂(Rh◦Πh)(0)(η).
The chain-rule for subdifferentials yields ∂(Rh ◦Πh)(0) = Π∗h∂Rh(0) so that we obtain

(Rh ◦Πh)∗(η) = I∂(Rh◦Πh)(0)(η) = IΠ∗
h
∂Rh(0)(η).

Inserting this together with (C.7) in (C.6) finally yields

(Rh ◦Πh + Iτ )
∗(η) = inf

w∈Π∗
h
∂Rh(0)

{τ‖η − w‖V−1} = τ distV∗ (η,Π
∗
h∂Rh(0)),

which is (C.5). ut

Lemma C.3 Let v ∈ V be arbitrary. Then, ξ ∈ V∗ is an element of ∂Iτ (v), iff there exists a multiplier
λ ∈ R such that ξ = λVv and

‖v‖V ≤ τ, λ(‖v‖V − τ) = 0, λ ≥ 0.

Proof According to a classical result of convex analysis in combination with (C.7), it holds

ξ ∈ ∂Iτ (v) ⇐⇒ Iτ (v) + I∗τ (ξ) = 〈ξ, v〉 ⇐⇒
{
‖v‖V ≤ τ
τ‖ξ‖V−1 = 〈ξ, v〉

(C.8)

Now, the Cauchy-Schwarz-Inequality implies 〈ξ, v〉 = 〈V(V−1ξ), v〉 ≤ ‖ξ‖V−1‖v‖V ≤ τ‖ξ‖V−1 so that
the equivalence in (C.8) can only hold if V−1ξ = λv for some λ ∈ R. Inserting this into (C.8), we conclude
that λ ≥ 0. Moreover, if ‖v‖V < τ , then ξ = 0 so that λ fulfills also λ(‖v‖V − τ) = 0 as claimed. ut
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