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1 Introduction

This paper deals with the following variational inequality problem (VI):

Find $x \in M$ such that $\langle F(x), v \rangle \geq 0$ $\forall v \in T_M(x)$, (1)

where $M \subseteq X$ is a nonempty closed set, $X$ a real Banach space, and $F : X \rightarrow X^*$ a given mapping. The set $T_M(x)$ denotes the (Bouligand) tangent cone [4, 9] to $M$ at $x$. If $M$ is additionally convex, then (1) is equivalent to

Find $x \in M$ such that $\langle F(x), y - x \rangle \geq 0$ $\forall y \in M$, (2)

which is often regarded as the standard form of a variational inequality. However, in the absence of convexity, (1) is the canonical formulation of variational problems; in particular,
this general form encompasses first-order necessary conditions for nonlinear optimization
problems of the type
\[
\min f(x) \quad \text{s.t.} \quad x \in M
\]  
by choosing \( F := f' \). Throughout this paper, we assume that \( M \) is given in the form
\[
M = \{ x \in X : g(x) \in K \},
\]
where \( g : X \to H \) is a given mapping, \( H \) a real Hilbert space, and \( K \subseteq H \) a nonempty
closed convex set (not necessarily a cone). We make no blanket convexity assumptions
on \( g \) (although some of our results do pertain to the convex case). Hence, the set \( M \) is
nonconvex in general, and we are forced to deal with the VI in the form (1).

Variational inequalities are a well-known and popular class in both finite and infinite-
dimensional optimization since they unify various problem types such as constrained
minimization and equilibrium-type problems, in particular Nash and (certain) generalized
Nash equilibrium problems [15, 16, 20, 28, 35]. Many further applications are given in
[3, 24, 25, 38]. As a result, VIs have gained considerable attention in the literature and a
variety of algorithms have been developed for their solution, e.g. [17, 22, 23, 47].

On the other hand, the augmented Lagrangian method (ALM, also called multiplier-
penalty method or simply multiplier method) is one of the classical methods for nonlinear
optimization, see [11, 26, 43, 44, 45] and the textbooks [5, 41]. In recent years, ALMs
have seen a certain resurgence [1, 2, 6, 7, 8] in the form of modified methods which
use a slightly different update of the Lagrange multiplier and turn out to have very
strong global convergence properties [8]. A comparison of the classical and modified
ALMs is given in [36]. We also note that ALMs have been generalized to VIs in finite
dimensions [2] and to infinite-dimensional optimization problems in certain restricted
settings [27, 30, 31, 32, 33, 37, 49]. However, most of these papers either use very strong
assumptions [27], consider very specific problem settings [30, 31, 32, 33], or deal with
global convergence properties only [37].

The main purpose of the present paper is to analyze the local convergence properties
of ALMs for variational inequalities in the general (possibly infinite-dimensional) setting
(1). To accomplish this, we will need certain elements of perturbation and error bound
theory for generalized equations and KKT systems, some of which are refinements of the
corresponding results in finite dimensions [12, 13, 19, 34]. Using these, we will prove that,
given a KKT point which admits a primal-dual error bound, the ALM converges locally
to this point with a rate of convergence that is essentially \( 1/\rho_k \) (where \( \rho_k \) is the penalty
parameter), and that \( \{ \rho_k \} \) remains bounded if updated suitably.

Sufficient conditions for the primal-dual error bound include a suitable second-order
sufficient condition (SOSC) together with a strict version of the Robinson constraint
qualification (see Section 2). These assumptions are akin to those used in [6] for ALMs in
finite-dimensional nonlinear programming (NLP), where the authors obtain results similar
to ours. Interestingly, however, it turns out that these results can be established under
SOSC only [18] by using the specific structure of NLP constraints. In particular, when
transferred to our notation, the set \( K \) arising from NLP is polyhedral and this yields,
roughly speaking, the dual part of the error bound without any constraint qualification
[18, 34]. However, apart from the NLP setting, polyhedrality is a rare property which is
usually violated, e.g. in semidefinite programming or optimal control. As a result, it is
quite clear that SOSC alone is not enough for general constraints of the form (4), see also the example in Section 3. We solve this issue by using SOSC together with a suitable constraint qualification.

This paper is organized as follows. We start with some preliminary material in Section 2 and give some results on primal-dual error bounds in Section 3. Section 4 contains a precise statement of our algorithm and we continue with some global convergence results in Section 5. In Section 6, we prove the main results of this paper, i.e. local convergence of the ALM under the error bound hypothesis. We then give some numerical results in Section 7 and final remarks in Section 8.

**Notation:** Throughout the paper, $X$ is always a real Banach space, $H$ a real Hilbert space, and their duals are denoted by $X^*$ and $H^*$, the latter of which we usually identify with $H$. Strong and weak convergence are denoted by $\to$ and $\rightharpoonup$, respectively. Duality pairings are written as $\langle \cdot, \cdot \rangle$, scalar products as $(\cdot, \cdot)$, and norms are denoted by $\| \cdot \|$ with an appropriate subscript to emphasize the corresponding space (e.g. $\| \cdot \|_X$). If $S$ is a nonempty subset of some normed space, we write $d_S = \text{dist}(\cdot, S)$ for the distance to $S$. Additionally, if $S \subseteq H$ is closed and convex, we write $P_S$ for the projection onto $S$.

### 2 Preliminaries

This section is dedicated to establishing some preliminary results as well as fixing the setting we will consider later. Recall that the set $M$ is given by the formula (4) with a nonempty closed convex set $K \subseteq H$.

#### 2.1 Cones and Convexity

If $S$ is a nonempty closed subset of some space $Z$, then $S^o := \{ \psi \in Z^* : \langle \psi, s \rangle \leq 0 \ \forall s \in S \}$ denotes the polar cone of $S$. If $Z$ is a Hilbert space, we of course treat $S^o$ as a subset of $Z$. Moreover, if $x \in S$ is a given point, we denote by

$$T_S(x) := \left\{ \lim_{k \to \infty} \frac{x^k - x}{t_k} : \{x^k\} \subseteq S, \ x^k \to x, \ t_k \downarrow 0 \right\}$$

the tangent cone of $S$ at $x$. If $S$ is additionally convex, we also define the normal cone

$$N_S(x) := \{ \psi \in Z^* : \langle \psi, y - x \rangle \leq 0 \ \forall y \in S \} = T_S(x)^o.$$

If $x \notin S$, we define $T_S(x)$ and $N_S(x)$ to be empty. Note that, if $S$ is a convex set, then $T_S(x)$ and $N_S(x)$ are closed convex cones for all $x \in S$.

Recall that the constraint system of the VI is given by $g(x) \in K$ with $K \subseteq H$ a nonempty closed convex set. A natural question is what the appropriate notion of convexity is in this general setting. In particular, we would like to give sufficient conditions for the convexity of the feasible set $M$. To this end, consider the recession cone

$$K_\infty := \{ y \in H : y + K \subseteq K \}.$$

It is well-known that $K_\infty$ is a nonempty closed convex cone [4, 9]. If $K$ itself is a cone, then $K_\infty = K$. We associate with $K$ (and $K_\infty$) the order relation

$$y \leq_K z :\iff z - y \in K_\infty.$$
Note that we use the notation $\leq_K$ for the sake of convenience, even though the order is actually induced by the cone $K_{\infty}$. We also note that $K_{\infty}$ may not be pointed (that is, $K_{\infty} \cap (-K_{\infty})$ may be nonempty) and, hence, the relation $\leq_K$ does not necessarily satisfy the antisymmetry property

$$a \leq_K b \land b \leq_K a \implies a = b.$$  

In the terminology of order theory, this makes $\leq_K$ a so-called preorder. We will simply call it an order relation due to the descriptiveness of the term. Note also that, throughout this paper, the symbol $\leq$ without any index is always the standard ordering in $\mathbb{R}$.

The order relation (6) allows us to extend various familiar concepts from finite-dimensional optimization to our setting. For instance, we say that $g$ is convex if

$$g(\alpha x + (1 - \alpha)y) \leq_K \alpha g(x) + (1 - \alpha)g(y)$$

holds for all $x, y \in X$ and $\alpha \in [0, 1]$. Other notions which involve an order such as increasing, decreasing, or concave functions are also defined in a straightforward way. For example, the distance function $d_K : H \to \mathbb{R}$ is decreasing since $z \geq_K y$ implies $z = y + k$, $k \in K_{\infty}$, and

$$d_K(z) = d_K(y + k) \leq \|y + k - (P_K(y) + k)\| = \|y - P_K(y)\| = d_K(y),$$

where the inequality uses the fact that $P_K(y) + k \in K$ by definition of $K_{\infty}$. Some other results pertaining to convexity, concavity, etc. are given in the following lemma. Note that, in the context of our constraint set (4) with $g(x) \in K$, it is more natural to consider concavity of $g$ with respect to the ordering (6) as opposed to convexity.

**Lemma 2.1.** Assume that $g : X \to H$ is concave. If $m : H \to \mathbb{R}$ is convex and decreasing, then $m \circ g$ is convex. In particular:

(a) The function $d_K \circ g : X \to \mathbb{R}$ is convex.

(b) If $\lambda \in K_{\infty}^\circ$, then $x \mapsto (\lambda, g(x))$ is convex.

(c) The set $M = \{x \in X : g(x) \in K\}$ is convex.

**Proof.** Let $x, y \in X$ and $x_\alpha = \alpha x + (1 - \alpha)y$, $\alpha \in [0, 1]$. Then $g(x_\alpha) \geq_K \alpha g(x) + (1 - \alpha)g(y)$ by the concavity of $g$. Applying $m$ on both sides yields

$$m(g(x_\alpha)) \leq m(\alpha g(x) + (1 - \alpha)g(y)) \leq \alpha m(g(x)) + (1 - \alpha)m(g(y)),$$

where we used the monotonicity and the convexity of $m$. Hence, $m \circ g$ is convex. Assertion (a) now follows because $d_K$ is decreasing (see above) and convex [4, Cor. 12.12]. Similarly, for (b), the function $y \mapsto (\lambda, y)$ with $\lambda \in K_{\infty}^\circ$ is obviously a convex function, and it is decreasing because $(\lambda, k) \leq 0$ for all $k \in K_{\infty}$. Finally, for (c), note that

$$M = \{x \in X : g(x) \in K\} = \{x \in X : d_K(g(x)) \leq 0\}.$$

Hence, $M$ is a lower level set of the convex function $d_K \circ g$ and therefore a convex set. □
We call $K_{\infty} = \{0\}$ can occur, e.g. if $K$ is bounded. In this case, monotonicity becomes trivial and convexity and concavity reduce to linearity.

It is possible to characterize $K_{\infty}$ by means of the so-called barrier cone to $K$, see [4]. Here, we will only need the following observation.

**Lemma 2.2.** If $y \in H$, then $y - P_K(y) \in K_{\infty}$.

**Proof.** Let $k \in K$ be fixed and let $z \in K_{\infty}$, $\alpha \geq 0$. Then $\alpha z + k \in K$. A standard projection inequality yields $(y - P_K(y), \alpha z + k - P_K(y)) \leq 0$. But this clearly cannot hold for all $\alpha$ if $(y - P_K(y), z) > 0$. Hence, $(y - P_K(y), z) \leq 0$. \hfill $\square$

### 2.2 Optimality Conditions

We now turn to the variational inequality (1) and discuss its KKT conditions. Starting with this section, we assume that the mapping $F$ is continuously differentiable and that $g$ is twice continuously differentiable. Consider now the Lagrange function

$$L : X \times H \rightarrow \mathbb{R}, \quad L(x, \lambda) := F(x) + g'(x)^* \lambda.$$ (7)

Note that, if the VI originates from a minimization problem, then $L$ is actually the derivative of the conventional Lagrange function. The following are the standard first-order optimality conditions which we will use throughout this paper.

**Definition 2.3.** A tuple $(\bar{x}, \bar{\lambda}) \in X \times H$ is a KKT point of (1), (4) if

$$L(\bar{x}, \bar{\lambda}) = 0 \quad \text{and} \quad \bar{\lambda} \in \mathcal{N}_K(g(\bar{x})).$$ (8)

We call $\bar{x} \in X$ a stationary point if $(\bar{x}, \bar{\lambda})$ is a KKT point for some $\bar{\lambda} \in H$, and denote by $\mathcal{M}(\bar{x})$ the corresponding set of multipliers.

Note that $\bar{\lambda} \in \mathcal{N}_K(g(\bar{x}))$ implies $g(\bar{x}) \in K$, since otherwise the normal cone would be empty. Moreover, we remark that, if $K$ is a cone, then $\bar{\lambda} \in \mathcal{N}_K(g(\bar{x}))$ is equivalent to the complementarity conditions $g(\bar{x}) \in K$, $\bar{\lambda} \in K^\circ$, and $(\bar{\lambda}, g(\bar{x})) = 0$, see [9, Ex. 2.62].

The relationship between the VI and its KKT conditions is given as follows: if $\bar{x}$ solves the VI and a suitable constraint qualification holds in $\bar{x}$, then there exists a multiplier $\bar{\lambda}$ such that $(\bar{x}, \bar{\lambda})$ is a KKT point [9, Remark 5.8]. On the other hand, it is easy to see that the KKT conditions are always sufficient optimality conditions, even if $M$ is nonconvex. This result is contained in the following theorem and crucially depends on the fact that the VI uses the tangent cone $T_M$ and not $M$ itself.

**Theorem 2.4.** Every KKT point $(\bar{x}, \bar{\lambda})$ of the VI is a solution of the VI.

**Proof.** Let $(\bar{x}, \bar{\lambda})$ be a KKT point and $d \in T_M(\bar{x})$. Then $d = \lim_{k \to \infty}(x^k - \bar{x})/t_k$ with $\{x^k\} \subseteq M$, $x^k \to \bar{x}$, and $t_k \downarrow 0$. Hence, 

$$\langle F(\bar{x}), d \rangle = \left\langle -g'(\bar{x})^* \bar{\lambda}, \lim_{k \to \infty} \frac{x^k - \bar{x}}{t_k} \right\rangle = - \lim_{k \to \infty} \frac{1}{t_k} \left( \bar{\lambda}, g'(\bar{x})(x^k - \bar{x}) \right).$$

But $g'(\bar{x})(x^k - \bar{x}) = g(x^k) - g(\bar{x}) + o(t_k)$ and therefore

$$\langle F(\bar{x}), d \rangle = - \lim_{k \to \infty} \frac{1}{t_k} \left( \bar{\lambda}, g(x^k) - g(\bar{x}) \right) \geq 0,$$

where we used $\bar{\lambda} \in \mathcal{N}_K(g(\bar{x}))$ and $g(x^k) \in K$ for all $k$. \hfill $\square$
For a given KKT point \((\bar{x}, \bar{\lambda})\) and \(\eta \geq 0\), we define the extended critical cone

\[ C_\eta(\bar{x}) := \{ d \in X : \langle F(\bar{x}), d \rangle \leq \eta \| d \|_X, \ g'(\bar{x})d \in T_K(g(\bar{x})) \}. \]

The following is the second-order condition which we will use throughout this paper.

**Definition 2.5.** Let \((\bar{x}, \bar{\lambda})\) be a KKT point of the VI. We say that the **second-order sufficient condition (SOSC)** holds in \((\bar{x}, \bar{\lambda})\) if there are \(\eta, c > 0\) such that

\[ \langle \mathcal{L}'(\bar{x}, \bar{\lambda})d, d \rangle \geq c \| d \|_X^2 \quad \text{for all} \quad d \in C_\eta(\bar{x}). \]

Note that we use the terminology “second-order sufficient condition” mainly for the sake of consistency with a similar condition from nonlinear optimization, e.g. [9, Def. 3.60]. For variational problems such as (1), there is actually no need for sufficiency conditions to complement the KKT system because the latter is always sufficient for optimality by Theorem 2.4.

Let us also note that Definition 2.5 is slightly different from the second-order sufficient condition for nonlinear optimization [9, Def. 3.60] because our extended critical cone is slightly smaller. However, under the Robinson constraint qualification (see below and [9, Def. 2.86]), the corresponding second-order conditions coincide [9, Remark 3.68]. Moreover, and more importantly, our subsequent analysis will be based on [9, Thm. 5.9] which directly uses the “smaller” critical cone together with the following constraint qualification.

**Definition 2.6.** Let \((\bar{x}, \bar{\lambda})\) be a KKT point of the VI, and let \(K_0 := \{ y \in K : (\bar{\lambda}, y - g(\bar{x})) = 0 \}\). We say that the **strict Robinson condition (SRC)** holds in \((\bar{x}, \bar{\lambda})\) if

\[ 0 \in \text{int}(g(\bar{x}) + g'(\bar{x})X - K_0). \]  

(9)

Note that the standard Robinson constraint qualification arises if we replace \(K_0\) in (9) by the larger set \(K\). Hence, SRC is stronger than the Robinson constraint qualification and the equivalent regularity condition of Zowe and Kurcyusz [50]. On the other hand, SRC implies the uniqueness of \(\bar{\lambda}\) and is weaker than the surjectivity of \(g'(\bar{x})\), which is a typical regularity assumption for infinite-dimensional problems.

It should be noted that the definition of SRC presupposes the existence of \(\bar{\lambda}\) and therefore depends not only on the constraints but also on the function \(F\). Hence, we refrain from calling (9) a constraint qualification (in contrast to [9], where SRC is called the **strict constraint qualification**). A similar condition which is occasionally used in the finite-dimensional literature is the strict Mangasarian-Fromovitz condition [6, 21, 39]. This condition turns out to be a special case of SRC [9, Remark 4.49] and is also not a constraint qualification [48].

### 3 Error Bounds for the Variational Problem

Recall that the KKT conditions of the VI are given by

\[ \mathcal{L}(\bar{x}, \bar{\lambda}) = 0 \quad \text{and} \quad \bar{\lambda} \in N_K(g(\bar{x})), \]
where \((\bar{x}, \bar{\lambda}) \in X \times H\). The last condition is well-known \([4, \text{Prop. 6.46}]\) to be equivalent to \(g(\bar{x}) = P_K(g(\bar{x}) + \bar{\lambda})\). This suggests defining the residual mapping

\[
\sigma(x, \lambda) := \|\mathcal{L}(x, \lambda)\|_{X^*} + \|g(x) - P_K(g(x) + \lambda)\|_H. \tag{10}
\]

Clearly, the KKT conditions of the VI are equivalent to \(\sigma(\bar{x}, \bar{\lambda}) = 0\). We will use this relationship to construct suitable error bounds for the primal-dual variables.

In order to establish the error bound we are looking for, we first need a characterization of local error bounds in terms of a local upper Lipschitz property (also called isolated calmness) of the KKT system. This result has appeared in various forms in the literature \([12, 19, 34]\), albeit mostly in a finite-dimensional setting. In our notation, it involves certain perturbations of the KKT system \((8)\) with a parameter pair \(\sigma = (\alpha, \beta) \in X^* \times H\). Without loss of generality, we equip this product space with the norm \(\|(\alpha, \beta)\|_{X^* \times H} := \|\alpha\|_{X^*} + \|\beta\|_H\). Recall also that \(\mathcal{M}(\bar{x})\) denotes the set of Lagrange multipliers corresponding to \(\bar{x}\).

**Theorem 3.1.** Let \((\bar{x}, \bar{\lambda}) \in X \times H\) be a KKT point of the VI. Then the following assertions are equivalent:

(a) There are a neighborhood \(U\) of \(\bar{x}\) and \(c > 0\) such that, for all \(\sigma = (\alpha, \beta) \in X^* \times H\) close to \((0, 0)\), any solution \((x_\sigma, \lambda_\sigma) \in U \times H\) of the perturbed KKT system

\[
\mathcal{L}(x, \lambda) = \alpha, \quad \lambda \in \mathcal{N}_K(g(x) - \beta)
\]

satisfies the estimate \(\|x_\sigma - \bar{x}\|_X + \text{dist}(\lambda_\sigma, \mathcal{M}(\bar{x})) \leq c\|\sigma\|_{X^* \times H}\).

(b) There are a neighborhood \(U\) of \(\bar{x}\) and \(c > 0\) such that, for all \((x, \lambda) \in U \times H\) with \(\sigma(x, \lambda)\) sufficiently small,

\[
\|x - \bar{x}\|_X + \text{dist}(\lambda, \mathcal{M}(\bar{x})) \leq c\sigma(x, \lambda).
\]

**Proof.** (b)⇒(a): Let \(\sigma = (\alpha, \beta) \in X^* \times H\). It is an easy consequence of \([4, \text{Cor. 4.10}]\) that the mapping \(y \mapsto y - P_K(y + \lambda_\sigma)\) is nonexpansive. Hence, we obtain the inequality

\[
\|g(x_\sigma) - P_K(g(x_\sigma) + \lambda_\sigma)\|_H \leq \|\beta\|_H + \|g(x_\sigma) - \beta - P_K(g(x_\sigma) - \beta + \lambda_\sigma)\|_H.
\]

Since \(\lambda_\sigma \in \mathcal{N}_K(g(x_\sigma) - \beta)\), the last term is equal to zero \([4, \text{Prop. 6.46}]\) and we obtain \(\sigma(x_\sigma, \lambda_\sigma) \leq \|\alpha\|_{X^*} + \|\beta\|_H = \|\sigma\|_{X^* \times H}\). Choosing \(\sigma = (\alpha, \beta)\) sufficiently close to \(0\), we see that \(\sigma(x_\sigma, \lambda_\sigma)\) becomes arbitrarily small. Hence, we can apply (b) and obtain

\[
\|x_\sigma - \bar{x}\|_X + \text{dist}(\lambda_\sigma, \mathcal{M}(\bar{x})) \leq c\sigma(x_\sigma, \lambda_\sigma) \leq c\|\sigma\|_{X^* \times H}.
\]

(a)⇒(b): Shrinking \(U\) if necessary, we may assume that \(\|g(x)^*\|_{\mathcal{L}(H, X^*)} \leq c_1\) for all \(x \in U\) with some constant \(c_1 \geq 0\). Let \((x, \lambda) \in U \times H\), set \(\delta := \sigma(x, \lambda)\), and define

\[
\hat{g} := P_K(g(x) + \lambda), \quad \hat{\lambda} := g(x) + \lambda - \hat{g}.
\]

Now, let \(\alpha := \mathcal{L}(x, \hat{\lambda})\) and \(\beta := g(x) - \hat{g}\). Then \(\hat{\lambda} \in \mathcal{N}_K(\hat{g})\) and, hence, \((x, \hat{\lambda})\) solves the perturbed KKT system corresponding to \(\sigma := (\alpha, \beta)\). Moreover, we have \(\|\beta\|_H = \|\hat{g} - g(x)\|_H = \|g(x) - P_K(g(x) + \lambda)\|_H \leq \delta\) and \(\|\lambda - \hat{\lambda}\|_H = \|\beta\|_H \leq \delta\). This implies

\[
\|\sigma\|_{X^* \times H} = \|\mathcal{L}(x, \hat{\lambda})\|_{X^*} + \|\beta\|_H \leq \|\mathcal{L}(x, \lambda)\|_{X^*} + (c_1 + 1)\|\beta\|_H \leq (c_1 + 2)\delta.
\]
Hence, if $\delta = \sigma(x, \lambda)$ is small enough, then $\sigma$ becomes arbitrarily close to 0. We can therefore apply (a) to $(x, \hat{\lambda})$ and obtain
\[
\|x - \bar{x}\|_X + \text{dist}(\hat{\lambda}, \mathcal{M}(x)) \leq c\|\sigma\|_{X^* \times H} \leq c(c_1 + 2)\delta.
\]
But $\|\hat{\lambda} - \lambda\|_H \leq \delta$ and, hence, $\text{dist}(\hat{\lambda}, \mathcal{M}(x)) \geq \text{dist}(\lambda, \mathcal{M}(x)) - \delta$ by the nonexpansiveness of the distance function. This finally yields
\[
\|x - \bar{x}\|_X + \text{dist}(\lambda, \mathcal{M}(x)) \leq [c(c_1 + 2) + 1]\delta,
\]
and the proof is complete.

Let us stress that the distance estimate provided by the above theorem holds if $x$ is close to $\bar{x}$; in particular, no assumption on the proximity of $\lambda$ to $\mathcal{M}(\bar{x})$ is necessary. We also remark that (a) does not make any assertion about the existence of solutions to the perturbed KKT conditions (11). These may have solutions for some but not all $\sigma$.

Theorem 3.1 is our main tool for establishing local error bounds for the distance of $(x, \lambda)$ to the primal-dual solution set in terms of the residual mapping $\sigma$. To verify such an error bound, we only need to prove property (a) of the theorem. The following result does precisely that and is based on the perturbation theory from [9].

**Theorem 3.2.** Assume that $(\bar{x}, \bar{\lambda})$ is a KKT point which satisfies SOSC and the strict Robinson condition. Then $\mathcal{M}(\bar{x}) = \{\bar{\lambda}\}$ and there is a $c > 0$ such that, for all $(x, \lambda) \in X \times H$ with $x$ sufficiently close to $\bar{x}$,
\[
\|x - \bar{x}\|_X + \|\lambda - \bar{\lambda}\|_H \leq c\sigma(x, \lambda).
\]

**Proof.** The uniqueness of $\bar{\lambda}$ follows as in [9, Prop. 4.47], see also the discussion in Section 5.1.2 of that reference. For the error bound result, we essentially need to apply [9, Thm. 5.9] and Theorem 3.1. Since some technical details need to be considered, we give a formal proof here. To this end, assume that the error bound in question does not hold. Then property (a) from Theorem 3.1 does not hold either; hence, there are sequences $x^k \to \bar{x}$, $\{\lambda^k\} \subseteq H$ and $\{\sigma^k\} \subseteq X^* \times H$ with $\sigma^k = (\alpha^k, \beta^k) \to 0$ such that, for all $k$, $(x^k, \lambda^k)$ satisfies the perturbed KKT conditions (11) corresponding to $\sigma^k$, and
\[
\|x^k - \bar{x}\|_X + \|\lambda^k - \bar{\lambda}\|_H \geq k\|\sigma^k\|_{X^* \times H}.
\]
Now, let $F(x, \sigma) := F(x) - \alpha$ and $G(x, \sigma) := g(x) - \beta$ for $\sigma = (\alpha, \beta) \in X^* \times H$. Then $(x^k, \lambda^k)$ satisfies
\[
F(x^k, \sigma^k) + D_x G(x^k, \sigma^k)^* \lambda^k = 0, \quad \lambda^k \in \mathcal{N}_x(G(x^k, \sigma^k))
\]
for all $k$. Applying [9, Thm. 5.9] yields a contradiction to (13). \qed

The function $\sigma$ is locally Lipschitz-continuous with respect to $(x, \lambda)$, and globally so with respect to $\lambda$. Hence, we can extend the one-sided error bound (12) to
\[
c_1\sigma(x, \lambda) \leq \|x - \bar{x}\|_X + \|\lambda - \bar{\lambda}\|_H \leq c_2\sigma(x, \lambda)
\]
for suitable constants $c_1, c_2 > 0$ and all $(x, \lambda) \in X \times H$ with $x$ near $\bar{x}$.
For certain problem classes, it is possible to establish error bounds under weaker assumptions than those given above. The most important example in this direction is if the set $K$ is (generalized) polyhedral, e.g. in nonlinear programming. Roughly speaking, one can use Hoffman’s lemma [9, Thm. 2.200] to get the “dual part” of the error bound for free, while the primal part again follows from SOSC. As a result, one obtains a primal-dual error bound under SOSC alone (with the restriction that the multiplier is not necessarily unique). Unsurprisingly, this result does not extend to the non-polyhedral case, which shows that additional assumptions such as SRC are inevitable.

Example 3.3. Let $X := H := \ell^2(\mathbb{R})$ be the space of square-summable real sequences. Consider the optimization problem (3), (4) with $f(x) := \|x\|_X^2 / 2$, $g(x) := (x_i / i)_{i=1}^{\infty}$, and $K$ the nonnegative cone in $X$. It is easy to see that $(\tilde{x}, \tilde{\lambda}) := (0, 0)$ is the unique KKT point of this problem, and that SOSC holds. Now, let $x^k := e^k / k$ and $\lambda^k := -e^k$, where $\{e^k\}$ is the sequence of unit vectors. Then $\sigma(x^k, \lambda^k) = \|L(x^k, \lambda^k)\|_X^* + \|g(x^k) - P_K(g(x^k) + \lambda^k)\|_H = k^{-2}$ for all $k$. Moreover, $x^k \to \tilde{x}$, but $\lambda^k \not\to \tilde{\lambda}$. Hence, a local error bound does not hold. (In particular, SRC cannot hold, even though the Lagrange multiplier is actually unique.) A slightly different example is obtained by setting $\hat{x}^k := e^k / k^2$ and $\hat{\lambda}^k := -e^k / k$. In this case, $(\hat{x}^k, \hat{\lambda}^k) \to (\tilde{x}, \tilde{\lambda})$, but an easy calculation shows that $\sigma(\hat{x}^k, \hat{\lambda}^k) = k^{-3}$ and $\|\hat{x}^k - \tilde{x}\|_X + \|\hat{\lambda}^k - \tilde{\lambda}\|_H = k^{-2} + k^{-1}$.

In particular, the error bound is violated even if the multiplier is close to $\tilde{\lambda}$.

4 The Augmented Lagrangian Method

We now present the augmented Lagrangian method for the variational inequality (1). The main approach is to penalize the function $g$ and therefore reduce the VI to a sequence of (unconstrained) nonlinear equations. Consider the augmented Lagrangian

$$
L_\rho : X \times H \to X^*, \quad L_\rho(x, \lambda) := F(x) + \rho g'(x)^* \left[ g(x) + \frac{\lambda}{\rho} - P_K \left( g(x) + \frac{\lambda}{\rho} \right) \right].
$$

Note that, if $K$ is a cone, then we can simplify the above formula to $L_\rho(x, \lambda) = F(x) + g'(x)^* P_{K^\circ}(\lambda + \rho g(x))$ by using Moreau’s decomposition [4, 40].

For the construction of our algorithm, we will need a means of controlling the penalty parameters. To this end, we define the utility function

$$
V(x, \lambda, \rho) := \|L_\rho(x, \lambda)\|_{X^*} + \left\| g(x) - P_K \left( g(x) + \frac{\lambda}{\rho} \right) \right\|_H.
$$

This function requires some elaboration. The first term in (16) measures the precision with which the subproblem was solved in the current iteration. The second term is a composite measure of feasibility and complementarity; it arises from an inherent slack variable transformation which is often used to define the augmented Lagrangian for inequality or cone constraints. As a result, the function $V$ measures optimality, feasibility and complementarity at the current iterate.
Algorithm 4.1 (Augmented Lagrangian method).

(S.0) Let \((x^0, \lambda^0) \in X \times H, B \subseteq H\) bounded, \(\rho_0 > 0, \gamma > 1, \tau \in (0, 1)\), and set \(k := 0\).

(S.1) If \((x^k, \lambda^k)\) satisfies a suitable termination criterion: STOP.

(S.2) Choose \(w^k \in B\) and compute an inexact zero (see below) \(x^{k+1}\) of \(L_{\rho_k}(\cdot, w^k)\).

(S.3) Update the vector of multipliers to

\[
\lambda^{k+1} := \rho_k \left[ g(x^{k+1}) + \frac{w^k}{\rho_k} - P_K \left( g(x^{k+1}) + \frac{w^k}{\rho_k} \right) \right].
\]  

(17)

(S.4) If \(k = 0\) or

\[
V(x^{k+1}, w^k, \rho_k) \leq \tau V(x^k, w^{k-1}, \rho_{k-1})
\]

(18)

holds, set \(\rho_{k+1} := \rho_k\); otherwise, set \(\rho_{k+1} := \gamma \rho_k\).

(S.5) Set \(k \leftarrow k + 1\) and go to (S.1).

Let us make some simple observations. First, regardless of the primal iterates \(\{x^k\}\), the multipliers \(\{\lambda^k\}\) always lie in the polar cone \(K^\circ\) by Lemma 2.2. Moreover, if \(K\) is a cone, then the Moreau decomposition [40] implies that \(\lambda^{k+1} = P_{K^\circ}(w^k + \rho_k g(x^{k+1}))\).

Secondly, we note that Algorithm 4.1 uses a safeguarded multiplier sequence \(\{w^k\}\) in certain places where classical augmented Lagrangian methods use the sequence \(\{\lambda^k\}\). This bounding scheme goes back to [1, 42] and is crucial to establishing strong global convergence results for the method [1, 7, 8, 37]. In practice, one usually tries to keep \(w^k\) as “close” as possible to \(\lambda^k\), e.g. by defining \(w^k := P_B(\lambda^k)\), where \(B\) (the bounded set from the algorithm) is chosen suitably to allow cheap projections.

The third observation is that if the sequence of penalty parameters \(\{\rho_k\}\) remains bounded, then (18) yields \(V(x^{k+1}, w^k, \rho_k) \to 0\). In this case, the definition of \(V\) implies that both the residual \(\|L_{\rho_k}(x^{k+1}, w^k)\|_{X^*}\) of the subproblems and the composite feasibility-complementarity measure converge to zero. Hence, from a theoretical point of view, the case of bounded \(\{\rho_k\}\) is the “good” case. In Section 6, we will actually prove the boundedness of \(\{\rho_k\}\) under certain assumptions, and this result crucially depends on the fact that the function \(V\) involves both terms from (16).

For the remainder of this paper, we make the following assumption.

Assumption 4.2. There is a zero sequence \(\{\varepsilon_k\} \subseteq [0, \infty)\) such that

\[
\|L_{\rho_k}(x^{k+1}, w^k)\|_{X^*} \leq \varepsilon_{k+1} \quad \text{for all } k.
\]

This assumption is fairly natural and basically asserts that \(x^{k+1}\) is an approximate zero point of \(L_{\rho_k}(\cdot, w^k)\), and that the degree of inexactness vanishes as \(k \to \infty\).
5 Global Convergence

In this section, we discuss the global convergence properties of Algorithm 4.1. Some general results in this direction were obtained in [35, 37] for optimization and generalized Nash equilibrium problems by assuming that the sequence \( \{x^k\} \) has a limit point which satisfies a suitable constraint qualification.

Here, we pursue a slightly different approach. Since the constraints occurring in VIs are often convex, we can use this convexity to directly show that (weak) limit points are solutions of the VI. This idea has the advantage that we do not need any constraint qualification (in return, we do not get much information on the sequence \( \{\lambda^k\} \)).

Recall that we have already assumed \( F \) to be continuously differentiable and \( g \) twice continuously differentiable (for this section, one degree less would actually be sufficient). We now make the following additional assumptions.

Assumption 5.1. We assume that \( g \) is concave with respect to \( K_\infty \) (see Section 2) and that \( \langle F(x), x - y \rangle \) is weakly lsc with respect to \( x \) for all \( y \in X \).

The first of the above conditions ensures the convexity of the set \( M \), see Lemma 2.1. The second assumption implies, roughly speaking, that weak limit points of a sequence of “approximate solutions” of the VI are exact solutions. Note that this condition has also been used in certain existence results for VIs [29].

Lemma 5.2. Let Assumptions 4.2, 5.1 hold, and let \( \bar{x} \) be a weak limit point of \( \{x^k\} \). Then \( \bar{x} \) is a minimizer of the convex function \( d_K \circ g \). In particular, if the feasible set \( M \) is nonempty, then \( \bar{x} \) is feasible.

Proof. Note that the function \( d_K \circ g \) is convex by Lemma 2.1 and continuous, hence weakly lower semicontinuous [4, Thm. 9.1]. If \( \{\rho_k\} \) remains bounded, then the penalty updating scheme (18) implies

\[
d_K(g(x^{k+1})) \leq \|g(x^{k+1}) - P_K\left(g(x^{k+1}) + \frac{w^k}{\rho_k}\right)\|_H \leq V(x^{k+1}, w^k, \rho_k) \to 0
\]

and therefore \( d_K(g(\bar{x})) = 0 \). We now assume that \( \rho_k \to \infty \) and define the auxiliary functions \( h_k(x) = d_K^2(g(x) + w^k/\rho_k) \). Note that \( h_k \) is continuously differentiable [4, Cor. 12.30]. Let \( x^{k+1} \rightharpoonup_k \bar{x} \) and assume that there is a point \( y \in X \) with \( d_K(g(y)) < d_K(g(\bar{x})) \). The weak lower semicontinuity of \( d_K \circ g \) and the boundedness of \( \{w^k\} \) imply

\[
\liminf_{k \in K} h_k(x^{k+1}) = \liminf_{k \in K} d_K^2(g(x^{k+1})) \geq d_K^2(g(\bar{x}))
\]

and \( h_k(y) \to d_K^2(g(y)) \). Hence, there is a constant \( c_1 > 0 \) such that \( h_k(x^{k+1}) - h_k(y) \geq c_1 \) for all \( k \in K \) sufficiently large. Since \( h_k \) is convex by Lemma 2.1, it follows that

\[
\langle h'_k(x^{k+1}), y - x^{k+1} \rangle \leq h_k(y) - h_k(x^{k+1}) \leq -c_1
\]

for all \( k \in K \) sufficiently large. Now, let \( \{\varepsilon_k\} \) be the sequence from Assumption 4.2. Using [4, Cor. 12.30] for the derivative of \( h_k \), we obtain

\[
-\varepsilon_{k+1}\|y - x^{k+1}\|_X \leq \langle L_{\rho_k}(x^{k+1}, w^k), y - x^{k+1} \rangle = \langle F(x^{k+1}), y - x^{k+1} \rangle + \frac{\rho_k}{2} \langle h'_k(x^{k+1}), y - x^{k+1} \rangle.
\]
By Assumption 5.1, the function \( F(x, x - y) \) is weakly lsc with respect to \( x \). Hence, there is a constant \( c_2 \in \mathbb{R} \) such that \( F(x^{k+1}, y - x^{k+1}) \leq c_2 \) for all \( k \in K \). This together with (19) implies
\[
-\varepsilon_{k+1}\|y - x^{k+1}\|_X \leq c_2 - \frac{\rho_k c_1}{2} \to -\infty.
\]
Since \( \{x^{k+1}\}_K \) is bounded and \( \varepsilon_k \to 0 \), this is a contradiction. \( \Box \)

Note that Lemma 5.2 guarantees that every weak limit point \( \bar{x} \) automatically minimizes the constraint violation even if the feasible set \( M \) is empty.

We now prove the optimality of limit points. To this end, we first need a technical lemma which essentially asserts some sort of “approximate normality” of \( \lambda^{k+1} \) with respect to \( K \) and \( g(x^{k+1}) \), the latter not necessarily being an element of \( K \). Note that the result does not require any assumptions but directly follows from the definition of \( \lambda^{k+1} \) as well as the updating scheme (18).

**Lemma 5.3.** We have \( \lim \sup_{k \to \infty} (\lambda^{k+1}, y - g(x^{k+1})) \leq 0 \) for all \( y \in K \).

**Proof.** Let \( y \in K \) and define the sequence \( s^{k+1} := P_K(g(x^{k+1}) + w^k/\rho_k) \). Then \( s^{k+1} \in K \) and it follows from [4, Prop. 6.46] that \( \lambda^{k+1} \in \mathcal{N}_K(s^{k+1}) \). Moreover, we have
\[
g(x^{k+1}) = \frac{\lambda^{k+1} - w^k}{\rho_k} + s^{k+1}. \tag{20}
\]
This yields
\[
(\lambda^{k+1}, y - g(x^{k+1})) = \left( \lambda^{k+1}, y - \frac{1}{\rho_k}(\lambda^{k+1} - w^k) - s^{k+1} \right) \\
\leq \frac{1}{\rho_k} \left[ (\lambda^{k+1}, w^k) - \|\lambda^{k+1}\|_H^2 \right], \tag{21}
\]
where we used \( \lambda^{k+1} \in \mathcal{N}_K(s^{k+1}) \) for the last inequality. Now, if \( \{\rho_k\} \) is bounded, then (18) and (20) imply \( \|\lambda^{k+1} - w^k\|_H/\rho_k \to 0 \) and therefore \( \|\lambda^{k+1} - w^k\|_H \to 0 \). This yields the boundedness of \( \{\lambda^{k+1}\} \) in \( H \) as well as \( (\lambda^{k+1}, w^k) - \|\lambda^{k+1}\|_H^2 = (\lambda^{k+1}, w^k - \lambda^{k+1}) \to 0 \). Hence, the desired results follows from (21). We now assume that \( \rho_k \to \infty \). Note that (21) is a quadratic function in \( \lambda \). A simple calculation therefore shows that
\[
(\lambda^{k+1}, y - g(x^{k+1})) \leq \frac{1}{4\rho_k}\|w^k\|_H^2.
\]
The boundedness of \( \{w^k\} \) now implies \( \lim \sup_{k \to \infty} (\lambda^{k+1}, y - g(x^{k+1})) \leq 0 \). \( \Box \)

The above result can be stated more concisely if \( K \) is a cone. By inserting \( 0 \in K \) into the inequality, it is easy to see that it is equivalent to \( \lim \inf_{k \to \infty} (\lambda^{k+1}, g(x^{k+1})) \geq 0 \).

We now turn to the main global convergence result.

**Theorem 5.4.** Let Assumptions 4.2, 5.1 hold, and let \( \bar{x} \) be a weak limit point of \( \{x^k\} \). If the feasible set \( M \) is nonempty, then \( \bar{x} \) is feasible and solves the VI.
We will now consider the local convergence characteristics of Algorithm 4.1. A key ingredient is the error bound property from Section 3 which allows us to estimate the distance from \((x^k, \lambda^k)\) to \((\bar{x}, \bar{\lambda})\) by using the function \(\sigma\) from (10).

**Lemma 6.1.** Let Assumption 4.2 hold and let \((\bar{x}, \bar{\lambda})\) be a KKT point satisfying the error bound (12). Then there is an \(r > 0\) such that, if \(x^k \in B_r(\bar{x})\) for all \(k\) and \(d_K(g(x^k)) \to 0\), then \((x^k, \lambda^k) \to (\bar{x}, \bar{\lambda})\).

**Proof.** By Assumption 4.2, we have \(L(x^{k+1}, \lambda^{k+1}) = L_{\rho_k}(x^{k+1}, w^k) \to 0\). Hence, in view of the error bound property, it suffices to show that \(g(x^{k+1}) - P_K(g(x^{k+1}) + \lambda^{k+1}) \to 0\).

To this end, define the sequence \(s^{k+1} := P_K(g(x^{k+1}) + w^k/\rho_k)\). Then \(s^{k+1} \in K\) and, as noted before, \(\lambda^{k+1} \in N_K(s^{k+1})\) for all \(k\). We now use the fact that \(y \mapsto y - P_K(y + \lambda^{k+1})\) is nonexpansive, which is an easy consequence of [4, Cor. 4.10]. Therefore, the inverse triangle inequality yields

\[
\|g(x^{k+1}) - P_K(g(x^{k+1}) + \lambda^{k+1})\|_H \\
\leq \|g(x^{k+1}) - s^{k+1}\|_H + \|s^{k+1} - P_K(s^{k+1} + \lambda^{k+1})\|_H.
\]

The last term is equal to zero since \(\lambda^{k+1} \in N_K(s^{k+1})\), cf. [4, Cor. 6.46]. Hence, to complete the proof, we only need to show that \(\|s^{k+1} - g(x^{k+1})\|_H \to 0\). If \(\{\rho_k\}\) is bounded, then this readily follows from the penalty updating scheme (18). On the other hand, if \(\rho_k \to \infty\), then

\[
\|s^{k+1} - g(x^{k+1})\|_H \leq \|s^{k+1} - P_K(g(x^{k+1}))\|_H + d_K(g(x^{k+1})) \to 0,
\]

where we used the nonexpansiveness of the projection operator. \(\square\)

The above lemma gives us some information about the behavior of zeros of the augmented Lagrangian in a neighborhood of \(\bar{x}\). Note that the assumption \(d_K(g(x^{k+1})) \to 0\) asserts that the iterates become (asymptotically) feasible and is often satisfied in practice, see also Lemma 5.2. For the remaining analysis, we now make the following assumption.

**Assumption 6.2.** We assume that \((\bar{x}, \bar{\lambda})\) is a KKT point of the VI which satisfies the local error bound (12). Moreover, the sequence \(\{(x^k, \lambda^k)\}\) from Algorithm 4.1 converges strongly to \((\bar{x}, \bar{\lambda})\), and we have \(w^k = \lambda^k\) for all \(k\) sufficiently large.
One of the above assumptions which might require some elaboration is $w^k = \lambda^k$ for all $k$ (sufficiently large). The boundedness of $\{w^k\}$ is key to establishing global convergence of the algorithm, see Section 5. Since $\lambda^k \rightarrow \bar{\lambda}$ in our setting, we do not need to force boundedness of $\{w^k\}$ and can simply set $w^k := \lambda^k$ for all $k$. (In the context of Algorithm 4.1, we formally need to choose the bounded set $B$ sufficiently large to allow this.)

We will now prove convergence rates for the primal-dual sequence $\{(x^k, \lambda^k)\}$. Since the distance of $(x^k, \lambda^k)$ to $(\bar{x}, \bar{\lambda})$ admits both upper and lower estimates relative to the residual terms $\sigma_k := \sigma(x^k, \lambda^k)$ by (14), we will largely base our analysis on the sequence $\{\sigma_k\}$, and the results on the primal-dual sequence $\{(x^k, \lambda^k)\}$ will follow directly.

**Lemma 6.3.** Let Assumptions 4.2, 6.2 hold, and let $\sigma_k := \sigma(x^k, \lambda^k)$. Then there is a constant $c_1 > 0$ such that

$$
\left(1 - \frac{c_1}{\rho_k}\right) \sigma_{k+1} \leq \varepsilon_{k+1} + \frac{c_1}{\rho_k} \sigma_k
$$

for all $k \in \mathbb{N}$ sufficiently large.

**Proof.** Observe that $L_{\rho_k}(x^{k+1}, w^k) = L(x^{k+1}, \lambda^{k+1})$ for all $k$. By Assumption 4.2 and the definition of $\sigma_k$, we therefore have

$$
\sigma_{k+1} \leq \varepsilon_{k+1} + \|g(x^{k+1}) - P_K(g(x^{k+1}) + \lambda^{k+1})\|_H. \tag{23}
$$

Consider again the sequence $s^{k+1} := P_K(g(x^{k+1}) + \lambda^k/\rho_k)$. Using (22), we see that

$$
\|g(x^{k+1}) - P_K(g(x^{k+1}) + \lambda^{k+1})\|_H \leq \|g(x^{k+1}) - s^{k+1}\|_H = \frac{\|\lambda^{k+1} - \lambda^k\|_H}{\rho_k}. \tag{24}
$$

Inserting this into (23) and using the triangle inequality yields

$$
\sigma_{k+1} \leq \varepsilon_{k+1} + \frac{1}{\rho_k} \left(\|\lambda^{k+1} - \bar{\lambda}\|_H + \|\lambda^k - \bar{\lambda}\|_H\right).
$$

Now, by Assumption 6.2 and since $x^k \rightarrow \bar{x}$, there is a $c_1 > 0$ such that $\|\lambda^k - \bar{\lambda}\|_H \leq c_1 \sigma_k$ for all $k \in \mathbb{N}$ sufficiently large. Hence,

$$
\sigma_{k+1} \leq \varepsilon_{k+1} + \frac{c_1}{\rho_k} \sigma_{k+1} + \frac{c_1}{\rho_k} \sigma_k,
$$

again for $k \in \mathbb{N}$ sufficiently large. Reordering gives the desired result. 

With the above lemma, it is easy to deduce convergence rates for the primal-dual sequence $\{(x^k, \lambda^k)\}$.

**Theorem 6.4.** Let Assumptions 4.2, 6.2 hold, and let $\varepsilon_{k+1} = o(\sigma_k)$. Then:

(a) For every $q \in (0, 1)$, there is a $\bar{\rho}_q > 0$ such that, if $\rho_k \geq \bar{\rho}_q$ for sufficiently large $k$, then $(x^k, \lambda^k) \rightarrow (\bar{x}, \bar{\lambda})$ $Q$-linearly with rate $q$.

(b) The sequence of penalty parameters $\{\rho_k\}$ remains bounded.
Proof. By Lemma 6.3, if \( \rho_k \) is large enough so that \( 1 - c_1/\rho_k > 0 \), then
\[
\frac{\sigma_{k+1}}{\sigma_k} \leq \frac{c_1}{\rho_k - c_1} + o(1).
\] (25)

Using (12) and the local Lipschitz-continuity of \( \sigma \) (e.g. equation (14)), it is easy to derive (a). For (b), let us again consider the sequence \( s^{k+1} = P_K(g(x^{k+1}) + \lambda^k/\rho_k) \), and define \( V_{k+1} := V(x^{k+1}, w, \rho_k) = ||L_{\rho_k}(x^{k+1}, w^k)||_{X^*} + ||g(x^{k+1}) - s^{k+1}||_H \). To prove boundedness of \( \{\rho_k\} \), we need to show that \( V_{k+1} \leq \tau V_k \) for sufficiently large \( k \). Using (24) and \( L_{\rho_k}(x^{k+1}, w^k) = L(x^{k+1}, \lambda^{k+1}) \), we obtain
\[
V_{k+1} \geq ||L_{\rho_k}(x^{k+1}, w^k)||_{X^*} + ||g(x^{k+1}) - P_K(g(x^{k+1}) + \lambda^{k+1})||_H = \sigma_{k+1}
\]
for all \( k \in \mathbb{N} \) and, from (24) and Assumption 4.2,
\[
V_{k+1} = ||L_{\rho_k}(x^{k+1}, w^k)||_{X^*} + \frac{||\lambda^{k+1} - \lambda^k||_H}{\rho_k} \leq \varepsilon_{k+1} + \frac{||\lambda^{k+1} - \bar{\lambda}||_H + ||\lambda^k - \bar{\lambda}||_H}{\rho_k}
\]
\[
\leq \varepsilon_{k+1} + \frac{c}{\rho_k}(\sigma_{k+1} + \sigma_k)
\]
for all \( k \in \mathbb{N} \) sufficiently large, where \( c \) is the constant from (12) (recall that \( x^k \to \bar{x} \)). Putting these inequalities together yields
\[
\frac{V_{k+1}}{V_k} \leq \frac{\varepsilon_{k+1}}{\sigma_k} + \frac{c}{\rho_k} \frac{\sigma_{k+1} + \sigma_k}{\sigma_k} = \frac{\varepsilon_{k+1}}{\sigma_k} + \frac{c}{\rho_k} \left( 1 + \frac{\sigma_{k+1}}{\sigma_k} \right).
\]

If we now assume that \( \rho_k \to \infty \), then it is easy to deduce from (25) and \( \varepsilon_{k+1} = o(\sigma_k) \) that \( V_{k+1}/V_k \to 0 \). Hence, \( V_{k+1}/V_k \leq \tau \) for all \( k \) sufficiently large, which contradicts the assumption that \( \rho_k \to \infty \).

The assumption \( \varepsilon_{k+1} = o(\sigma_k) \) in the above theorem says that, roughly speaking, the degree of inexactness should be small enough to not affect the rate of convergence. Note that we are comparing \( \varepsilon_{k+1} \) to the optimality measure \( \sigma_k \) of the previous iterates \( (x^k, \lambda^k) \). Hence, it is easy to ensure this condition in practice, for instance, by always computing the next iterate \( x^{k+1} \) with a precision \( \varepsilon_{k+1} \leq z_k \sigma_k \) for some fixed zero sequence \( z_k \).

Let us also note that one can easily adapt the proof of Theorem 6.4(a) to conclude that \((x^k, \lambda^k) \to (\bar{x}, \bar{\lambda}) \) Q-superlinearly if \( \rho_k \to \infty \). However, the resulting assertion would be redundant because part (b) of the theorem actually implies the boundedness of \( \{\rho_k\} \). On the other hand, the proof of (b) uses the specific penalty updating scheme (18) with the function \( V \) from (16), whereas the proof of (a) does not depend on the penalty updating rule at all. If we replace \( V \) by the function
\[
\tilde{V}(x, \lambda, \rho) := ||g(x) - P_K(g(x) + \frac{\lambda}{\rho})||_H
\]
(which is just the second term from the definition of \( V \)), it is rather easy to see that the assertions of Lemmas 6.1, 6.3 and Theorem 6.4(a) remain true. Additionally, we obtain superlinear convergence if \( \rho_k \to \infty \), but we do not get boundedness of \( \{\rho_k\} \).
7 Applications

This section describes some applications of our method. Recall that our setting encompasses constrained optimization problems (3). This opens up a broad spectrum of applications, including, of course, standard nonlinear programming (NLP). However, there already is a plethora of literature on this topic, in particular the recent paper [18]. Moreover, the discussion in Section 3 indicates that NLP is actually a very confined special case which does not allow us to demonstrate the full generality of our approach. In particular, NLPs are inherently finite-dimensional and the corresponding set $K$ is polyhedral, which is very restrictive.

As a result, we focus on problems in function space settings where the constraint set is almost never polyhedral. This section contains two examples in this direction: we begin with a simple linear-quadratic optimal control problem and then continue with multiobjective optimal control in a Nash equilibrium framework. Numerical results are provided for both examples.

7.1 An Optimal Control Problem

Let $\Omega \subseteq \mathbb{R}^d$, $d \in \{2, 3\}$, be a bounded domain. The example presented in this section is infinite-dimensional and consists of minimizing

$$J(y, u) := \frac{1}{2} \|y - y_d\|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \|u\|_{L^2(\Omega)}^2$$

subject to $y \in H_0^1(\Omega) \cap C(\bar{\Omega})$ and $u \in L^2(\Omega)$ satisfying the partial differential equation (PDE) and pointwise control constraints

$$-\Delta y = u + f \quad \text{and} \quad u_a \leq u \leq u_b.$$ 

Here, $y_d, u_a, u_b \in L^2(\Omega)$ are problem-specific and $\alpha > 0$ is a regularization parameter. It is well-known that, for every right-hand side $w \in L^2(\Omega)$, the Poisson equation $-\Delta y = w$ admits a uniquely determined weak solution $y = Sw \in H_0^1(\Omega) \cap C(\bar{\Omega})$, and the resulting operator $S : L^2(\Omega) \to H_0^1(\Omega) \cap C(\bar{\Omega})$ is linear and compact [46, Thm. 4.17]. Writing $y_u := S(u + f)$, we can now restate the objective function as

$$\bar{J}(u) := J(y_u, u) = \frac{1}{2} \|y_u - y_d\|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \|u\|_{L^2(\Omega)}^2.$$ 

This function together with the control constraints $u_a \leq u \leq u_b$ is typically called the reduced formulation of the optimal control problem and directly fits into our variational framework by setting $X := H := L^2(\Omega)$, $F(u) := \bar{J}'(u)$, and

$$g(u) := u, \quad K := \{u \in X : u_a \leq u \leq u_b\}.$$ 

Since $\bar{J}$ is strongly convex and $g$ is just the identity mapping on $X = H$, it is easy to show that the above problem admits a unique primal-dual solution, and that both SOSC and SRC hold. Hence, by Theorem 3.2, the KKT system is upper Lipschitz stable and the control problem admits a local error bound.
We now present a numerical example which is constructed in such a way that the optimal solution is known analytically. Let $\Omega := (0,1)^2$ be the unit square and define $\alpha := 1$, $u_a := -0.5$, $u_b := 0.5$. Consider the functions $ar{y}(x) := \sin(\pi x_1)\sin(\pi x_2)$, $ar{p}(x) := \sin(2\pi x_1)\sin(2\pi x_2)$, and set $y_d := \bar{y} + \Delta \bar{p}$. Now, using $\bar{u} := P_{[u_a,u_b]}(-\bar{p}/\alpha)$ and $f := -\Delta \bar{y} - \bar{u}$, it is easy to see that $\bar{u}$ is a solution to the problem. Moreover, $\bar{y}$ is the corresponding state, $\bar{p}$ the so-called adjoint state [46], and the Lagrange multiplier is given by $\bar{\lambda} := -\bar{p} - \alpha \bar{u}$.

For the numerical testing, we discretized the problem by means of a uniform grid with $n \in \mathbb{N}$ interior points per row or column (i.e. $n^2$ points in total) and approximated the Laplace operator by a standard five-point finite difference scheme. The implementation of the algorithm was done in MATLAB® and uses the parameters $(u^0, \lambda^0) := (0,0)$, $B := [-10^6, 10^6]^2$, $\rho_0 := 1$, $\gamma := 10$, $\tau := 0.5$, together with the formula $w^k := P_B(\lambda^k)$ for the safeguarded multipliers (see the discussion in Section 4). Moreover, we use the termination criteria $\sigma(x, \lambda) \leq 10^{-8}$ and $\|\mathcal{L}_{\rho_k}(x, w^k)\| \leq 10^{-10}$ for the outer and inner iterations, respectively, where the norm is the discrete $L^2$-norm. The subproblems are nonlinear equations which we solve with a standard semismooth Newton method. It should be noted that, while the discrete Laplacian is a sparse matrix, the solution operator $S$ which occurs in the function $F$ is nearly dense. To circumvent this issue, we use a sparse Cholesky factorization of the negative Laplacian to obtain an “implicit” form of $S$ and solve the Newton equations with the MATLAB® conjugate gradient method pcg.

Table 1 lists some numerical results for different values of $n$, where each line contains the penalty parameter $\rho_k$, the optimality measure $\sigma_k$ and the distance $\text{dist}_k$ of $(u^k, \lambda^k)$ to $(\bar{u}, \bar{\lambda})$. The results suggest that the algorithm works very well for this problem; in particular, the number of required iterations remains constant as $n$ increases. Moreover, we also observe that the rate of convergence appears to be proportional to $1/\rho_k$, as suggested by the theory. It should be noted, however, that the distances $\text{dist}_k$ stop decreasing after

<table>
<thead>
<tr>
<th>$n = 64$</th>
<th>$n = 256$</th>
<th>$n = 1024$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_k$</td>
<td>$\sigma_k$</td>
<td>$\text{dist}_k$</td>
</tr>
<tr>
<td>0</td>
<td>5.08e-01</td>
<td>5.43e-01</td>
</tr>
<tr>
<td>1</td>
<td>8.58e-02</td>
<td>1.71e-01</td>
</tr>
<tr>
<td>2</td>
<td>4.29e-02</td>
<td>8.55e-02</td>
</tr>
<tr>
<td>3</td>
<td>1.95e-03</td>
<td>3.83e-03</td>
</tr>
<tr>
<td>4</td>
<td>1.77e-04</td>
<td>3.29e-04</td>
</tr>
<tr>
<td>5</td>
<td>1.61e-05</td>
<td>2.85e-05</td>
</tr>
<tr>
<td>6</td>
<td>1.47e-06</td>
<td>3.18e-05</td>
</tr>
<tr>
<td>7</td>
<td>1.33e-07</td>
<td>3.29e-05</td>
</tr>
<tr>
<td>8</td>
<td>1.21e-08</td>
<td>3.30e-05</td>
</tr>
<tr>
<td>9</td>
<td>1.10e-09</td>
<td>3.30e-05</td>
</tr>
</tbody>
</table>
a certain point because of the inexactness induced by the discretization; in particular, if we discretize the (known) optimal solution pair \((\bar{u}, \bar{\lambda})\), we do not obtain an exact solution of the discretized problem. This phenomenon is also evidenced by the fact that the “limit” value of \(\text{dist}_k\) decreases as \(n\) increases.

We close this section with an important remark on the analytical representation of the feasible set. This observation is crucial and was in fact one of our main motivations to consider constraint sets \(K\) which are not necessarily cones.

**Remark 7.1.** It is important that we define the constraint system with \(g\) and \(K\) as above. Indeed, the alternative formulation of the box constraints as \(\hat{g}(u) \in \hat{K}\) with

\[
\hat{g}(u) := (u - u_a, u_b - u), \quad \hat{K} := \{(v, w) \in L^2(\Omega)^2 : v, w \geq 0\},
\]

may seem advantageous at first glance (since \(\hat{K}\) is a closed convex cone, whereas \(K\) is not). However, in this formulation, the strict Robinson condition is not satisfied. In fact, the function \(\hat{g}\) does not even satisfy the standard Robinson constraint qualification (RCQ) [9] or the equivalent regularity condition of Zowe and Kurcyusz [50]. We refer the reader to [46] for a formal proof; an alternative way to verify this irregularity is to note that if RCQ holds, then it remains stable under small perturbations of the constraint function [9]. However, even if \(u_a\) and \(u_b\) are “well separated”, it is fairly easy to construct small perturbations (in the sense of \(L^2\)) which make the lower and upper bounds coincide on some set of positive measure. If this happens, then the set of Lagrange multipliers corresponding to a local minimum is unbounded, and RCQ is violated.

### 7.2 Optimal Control in a Nash Equilibrium Framework

We now present a generalization of the optimal control problem from the previous section by considering it in a multi-player framework [10, 14, 35]. The result is a Nash equilibrium problem (NEP) of two players with control variables \(u_1, u_2 \in L^2(\Omega)\) and a state variable \(y \in H^1_0(\Omega) \cap C(\bar{\Omega})\), where \(\Omega \subseteq \mathbb{R}^d, d \in \{2, 3\}\), is again a bounded domain. Similarly to before, each player attempts to minimize the objective function

\[
J_i(y, u_i) := \frac{1}{2}\|y - y_d\|_{L^2(\Omega)}^2 + \frac{\alpha_i}{2}\|u_i\|^2
\]

with respect to \(u_i\), subject to the partial differential equation \(-\Delta y = u_1 + u_2 + f\) and the pointwise control constraints \(a_i \leq u_i \leq b_i\) with \(a_i, b_i \in L^2(\Omega)\). The remaining problem parameters satisfy \(\alpha_i > 0\) and \(y_d^i \in L^2(\Omega)\) for all \(i\). As in Section 7.1, we can use the compact linear solution operator \(S : L^2(\Omega) \to H^1_0(\Omega) \cap C(\bar{\Omega})\) and the resulting control-to-state mapping \(y_u := S(u_1 + u_2 + f)\) to transform the objective functions to

\[
\hat{J}_i(u) := J_i(y_u, u_i) := \frac{1}{2}\|y_u - y_d^i\|_{L^2(\Omega)}^2 + \frac{\alpha_i}{2}\|u_i\|_{L^2(\Omega)}^2,
\]

where \(u := (u_1, u_2)\). To establish the connection with our variational problem (1), (4), we only need to make some definitions and use the well-known correspondence between NEPs and VIs [15, 35]. Define \(X := H := L^2(\Omega)^2, F(u) := (D_{u_1}, J_1(u), D_{u_2}, J_2(u))\), and

\[
g(u_1, u_2) := (u_1, u_2), \quad K := \{(u_1, u_2) \in X : a_i \leq u_i \leq b_i\}.
\]
Then it is easy to see that the NEP is equivalent to the VI (1) (and (2), since the feasible set is convex). The existence of a solution of the NEP (and of the VI) can be shown as in [10]; moreover, since \( g \) is the identity operator on \( X = H \), SRC holds and the problem admits a unique Lagrange multiplier. Finally, an easy calculation shows that

\[
F'(u) = \begin{pmatrix}
S^* S + \alpha_1 I & S^* S \\
S^* S & S^* S + \alpha_2 I
\end{pmatrix},
\]

where \( I \) is the identity operator on \( L^2(\Omega) \). It follows that \( F \) is strongly monotone and, since \( g \) is linear, the problem automatically satisfies SOSC and therefore admits a local error bound by Theorem 3.2.

We now present some numerical results for the example from [10]. The setting is again constructed in such a way that the optimal solution is known. In fact, the construction is very similar to the one from the previous section: let \( \Omega := (0, 1)^2 \) be the unit square and define \( \alpha_i := 1, a_i := -0.5, \) and \( b_i := 0.5 \) for all \( i \). Consider the functions

\[
\bar{y}(x) := \sin(\pi x_1) \sin(\pi x_2), \quad \bar{p}_1(x) := -\sin(2\pi x_1) \sin(2\pi x_2), \quad \bar{p}_2(x) := -\sin(3\pi x_1) \sin(3\pi x_2),
\]
as well as \( y^j_d := \bar{y} + \Delta p_j, \bar{u}_i := P_{[a_i, b_i]}(-\bar{p}_i/\alpha_i) \) for all \( i \), and finally \( f := -\Delta \bar{y} - \bar{u}_1 - \bar{u}_2 \). Then it is easy to see that \( \bar{u} \) is a Nash equilibrium. The corresponding state is given by \( \bar{y} \), the variables \( \bar{p}_i \) are the adjoint states of the players, and the Lagrange multiplier is given by \( \bar{\lambda} := (-\bar{p}_1 - \alpha_1 \bar{u}_1, -\bar{p}_2 - \alpha_2 \bar{u}_2) \).

The implementation of the augmented Lagrangian method for the above problem is similar to that of the previous section. More precisely, we use the same set of parameters, the same termination criteria, and the same method for the solution of the subproblems. The corresponding numerical results are given in Table 2, where each line contains the values of the penalty parameter \( \rho_k \), the optimality measure \( \sigma_k \), and the distance \( \text{dist}_k \) of \((u^k, \lambda^k)\) to \((\bar{u}, \bar{\lambda})\). We observe good consistency of the results with our established theory; in particular, the rate of convergence is roughly proportional to \( 1/\rho_k \). We also highlight once again that the distances \( \text{dist}_k \) do not converge to zero because of the inexactness induced by the discretization.
We close this section by noting that, as explained in Remark 7.1 for the standard (single-objective) optimal control problem, it is very important that we define $g$ and $K$ precisely as we did in order to ensure the fulfillment of the strict Robinson condition.

8 Final Remarks

We have presented a method of augmented Lagrangian type for the solution of variational problems in Banach spaces. In particular, we have shown global and local convergence of the algorithm under suitable assumptions.

The assumptions needed for the local convergence results include, in particular, a local error bound for the distance of a pair $(x, \lambda)$ to a KKT point $(\bar{x}, \bar{\lambda})$. This property has played a central role in our analysis and is a consequence of the second-order sufficient condition together with a strict version of the Robinson constraint qualification.

The above results lead us to conjecture that error bounds are the natural framework for the local convergence analysis of augmented Lagrangian methods. We therefore hope that the results in this paper will find applications in other areas of optimization. In particular, an interesting idea would be to specialize some of the assumptions and results for problem classes such as optimal control or semidefinite programming. Another aspect which could lead to further developments is the concept of partial penalization which arises when additional constraints are present in the problem formulation which are not penalized, see also [1, 6, 8].
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