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OPTIMAL CONTROL OF NON-SMOOTH HYPERBOLIC EVOLUTION MAXWELL EQUATIONS IN TYPE-II SUPERCONDUCTIVITY
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Abstract. We analyze the optimization of an electromagnetic process in type-II superconductivity. The optimization problem is to find an optimal applied current density, which steers the electromagnetic fields to the desired ones in the presence of a type-II superconductor. The governing PDE system for the electromagnetic fields consists of hyperbolic evolution Maxwell equations with a nonlinear and non-smooth constitutive law for the electric field and the current density based on the Bean critical-state model. Through the use of the Maxwell theory, the semigroup theory, Helmholtz decomposition and results on maximal monotone operators, we develop a mathematical theory including an existence analysis and first-order necessary optimality conditions for the non-smooth PDE-constrained optimization problem.
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1. Introduction. If a superconductor is cooled down below its critical temperature \( T_c \), then it looses its electrical resistivity. This is the fundamental nature of superconductivity, which was discovered in 1911 by Onnes. Based on this property, superconductors can transfer an electric current without energy dissipation. The second underlying property of superconductivity is the Meissner effect: If an external weak magnetic field is applied to a superconductor at a temperature below its critical temperature \( T_c \), then the magnetic flux is completely expelled from the superconductor (Fig. 1.1). Today, superconductivity makes many new applications and key technologies possible, including Magnetic Resonance Imaging (MRI), magnetic confinement fusion technologies, high-energy particle accelerators, magnetic levitation technologies, magnetic energy storage, and many more.

Superconductors are classified into type-I and type-II. The first type is characterized as follows: The Meissner effect occurs under the condition that the applied magnetic field strength is below a certain critical level \( H_c \). Above this threshold, the superconducting
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state suddenly breaks down (sharp transition to the normal state) and the magnetic flux penetrates into the material. Type-I superconductors are mostly pure metals (mercury, aluminium, gallium, etc.) and admit extremely low critical temperatures. Furthermore, the superconducting state can already be destroyed by applying a not so strong magnetic field. For this reason, the application of type-I superconductors is rather limited. The physical behavior of the second type is distinctly different from the first one (see Fig. 1.2). It features namely two critical values of magnetic field $H_{c1} < H_{c2}$. As long as the magnetic field strength is below the lower critical value $H_{c1}$, the magnetic flux is excluded from the superconductor (Meissner effect). Once the magnetic field strength is greater than $H_{c1}$ and less than the upper critical value $H_{c2}$, then the magnetic flux penetrates partially into the material, but the superconducting state is not fully destroyed. This kind of physical state is called Shubnikov phase or mixed state. Finally, the superconducting state completely breaks down, if the magnetic field strength is increased above the upper critical level $H_{c2}$. At this stage, the magnetic flux passes through the material completely. Type-II superconductors admit higher critical temperatures (high-temperature superconductivity) and greater critical values of magnetic field than those of the first kind. These properties enable them to preserve their superconducting effects in the presence of a strong applied magnetic field at higher temperatures. Today, most technological applications of superconductors are based on the use of the second type.

![Type-I superconductivity](image1.png)  
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Fig. 1.2. Sharp transition to the normal state in type-I superconductors (left plot) and the mixed state in type-II superconductors (right plot).

The Shubnikov phase is the key feature of type-II superconductivity. Being in the mixed state, a superconductor of type-II allows partial penetration of the magnetic flux in the form of flux tubes. Each of these tubes carries a single magnetic flux quantum and is surrounded by a supercurrent vortex. A change in the applied magnetic field leads to a change in the density of the flux tubes and the supercurrent vortices. However, the dynamic process in response to the time-varying magnetic field is not reversible and exhibits hysteresis. Based on experimental observations, Bean [6, 7] proposed a critical-state model which describes the irreversible magnetization process in type-II superconductivity. The model postulates a constitutive relation between the electric field and the current density as follows:

(A1) the current density strength cannot exceed some critical value $j_c$;
(A2) the electric field vanishes, if the current density strength is strictly less than $j_c$;
Suppose that \( \Omega \subset \mathbb{R}^3 \) is a bounded Lipschitz domain filled with isotropic materials. Inside this medium, there is a domain \( \Omega_{sc} \), satisfying \( \overline{\Omega}_{sc} \subset \Omega \), which represents a type-II superconductor. The dynamic of the electromagnetic fields in \( \Omega \) is governed by the Maxwell equations consisting of first-order hyperbolic partial differential equations:

\[
\begin{align*}
\epsilon E_t - \text{curl} H + J &= u \quad \text{in } \Omega \times (0,T), \\
\mu H_t + \text{curl} E &= 0 \quad \text{in } \Omega \times (0,T), \\
E \times n &= 0 \quad \text{in } \partial\Omega \times (0,T), \\
E(\cdot,0) &= E_0 \quad \text{in } \Omega, \\
H(\cdot,0) &= H_0 \quad \text{in } \Omega.
\end{align*}
\]

Here, \( E : \Omega \times (0,T) \to \mathbb{R}^3 \) denotes the electric field, \( H : \Omega \times (0,T) \to \mathbb{R}^3 \) the magnetic field, \( J : \Omega \times (0,T) \to \mathbb{R}^3 \) the current density, and \( E_0, H_0 : \Omega \to \mathbb{R}^3 \) the initial electric and magnetic fields. Furthermore, the functions \( \epsilon, \mu : \Omega \to \mathbb{R} \) stand for the electric permittivity and the magnetic permeability, respectively. In the right hand side of the Maxwell-Ampère equation, the vector field \( u : \Omega \times (0,T) \to \mathbb{R}^3 \) represents the applied current source. As boundary condition, we employ the standard perfectly conducting electric boundary condition, where \( n \) denotes the unit outward normal to \( \partial\Omega \).

During the electromagnetic process, the temperature of the superconductor \( \Omega_{sc} \) is assumed to be constant and stay below its critical temperature. This gives rise to the superconducting state, as described above. Outside the superconductor \( \Omega_{sc} \), we suppose that the current density \( J \) vanishes. Based on this physical assumption, a nonlinear and non-smooth relation for \( E \) and \( J \) is obtained as follows (see (A1)-(A3)):

\[
\begin{align*}
\{ J(x,t) \cdot E(x,t) &= j_c(x)|E(x,t)| \quad \text{for a.e. } (x,t) \in \Omega \times (0,T), \\
|J(x,t)| &\leq j_e(x) \quad \text{for a.e. } (x,t) \in \Omega \times (0,T).
\end{align*}
\]

Here, the function \( j_c : \Omega \to \mathbb{R} \) is given by

\[
j_c := \begin{cases} 
 j_c & \text{in } \Omega_{sc}, \\
 0 & \text{in } \Omega \setminus \overline{\Omega}_{sc},
\end{cases}
\]

where \( j_c \in \mathbb{R}^+ \) denotes the critical current density of \( \Omega_{sc} \) as postulated in (A1). We note that (1.1b) is equivalent to the following conditions

\[
J(x,t) = j_c(x) \frac{E(x,t)}{|E(x,t)|}, \quad \text{if } E(x,t) \neq 0, \quad \text{and} \quad |J(x,t)| \leq j_c(x), \quad \text{if } E(x,t) = 0,
\]

for a.e. \((x,t) \in \Omega \times (0,T)\).

If the displacement current \( \epsilon E_t \) is significantly smaller compared with \(-\text{curl} H + J\), then the Maxwell equations (1.1a) can be approximated by neglecting \( \epsilon E_t \). This approximation is called eddy current approximation (see [1]), which simplifies the non-smooth hyperbolic Maxwell system (1.1) to a magnetic field formulation in form of a parabolic variational inequality. Prigozin [17, 18] was the first, who introduced and analyzed this \( H \)-formulation. Furthermore, the finite element analysis for the associated 3D parabolic variational inequality was investigated in [9]. Earlier mathematical results on a 2D parabolic \( p \)-Laplacian problem arising in type-II superconductivity with a non-linear critical current state \( j_c \), which leads to a quasi-variational inequality problem, can be found in [19] (see also [5]). All the aforementioned contributions are
devoted to the (parabolic) eddy current approximation of the non-smooth hyperbolic Maxwell system (1.1). The analysis of the Maxwell system (1.1) in the presence of the displacement current $\epsilon E_t$ goes back to Jochmann [13,14].

1.1. Non-smooth PDE-constrained optimization. This paper addresses the mathematical analysis for an optimal control problem of the electromagnetic process (1.1). More precisely, we look for an optimal current source $u : \Omega \times (0,T) \rightarrow \mathbb{R}^3$, which steers the time-dependent electromagnetic fields $E$ and $H$ towards the desired ones in the presence of the type-II superconductor $\Omega_{sc}$. This leads to the following PDE-constrained optimization problem:

$$
\min_{u} J(E, H, u) := \frac{1}{2} \|E - E_d\|^2_{L^2((0,T),L^2(\Omega))} + \frac{1}{2} \|H - H_d\|^2_{L^2((0,T),L^2(\Omega))} + \frac{\kappa}{2} \|u\|^2_{H^2((0,T),L^2(\Omega))},
$$

subject to the non-smooth hyperbolic evolution Maxwell system

$$
\begin{cases}
\epsilon E_t - \text{curl} H + J = u & \text{in } \Omega \times (0,T), \\
\mu H_t + \text{curl} E = 0 & \text{in } \Omega \times (0,T), \\
E \cdot n = 0 & \text{in } \partial \Omega \times (0,T), \\
E(\cdot,0) = E_0 & \text{in } \Omega, \\
H(\cdot,0) = H_0 & \text{in } \Omega, \\
J(x,t) \cdot E(x,t) = j_c(x)\|E(x,t)\| & \text{a.e. in } \Omega \times (0,T), \\
|J(x,t)| \leq j_c(x) & \text{a.e. in } \Omega \times (0,T),
\end{cases}
$$

and to the divergence-free constraint on the control

$$
\text{div} u = 0 \quad \text{in } \Omega \times (0,T).
$$

In the setting of (P), $\kappa > 0$ is the control cost term and $E_d, H_d : \Omega \times (0,T) \rightarrow \mathbb{R}^3$ are the desired electromagnetic fields. Furthermore, we include the divergence-free control constraint (1.3) on the applied current source. This condition arises from the physical charge conservation law. In addition to the divergence-free condition, the PDE-constrained optimization problem (P) also considers controls with a higher time-regularity property. This regularity is mainly required in order to obtain the strong solution of the Maxwell system (1.2), which turns out to be crucial for our analysis.

To the best of the author’s knowledge, this article is the first study on a PDE-constrained optimization problem governed by non-smooth and nonlinear evolution Maxwell equations. Almost all studies on the optimal control of Maxwell’s equations were devoted to the linear case [8,11,15,22–24]. So far, the nonlinear case [25] has only been investigated under a stationary (magnetostatic) and smooth assumption. The contribution of the present paper is the mathematical analysis for (P), including an existence analysis and first-order necessary optimality conditions, where the key tools for the analysis are the theory of Maxwell’s equations, the semigroup theory, results on maximal monotone operators, Helmholtz decomposition, and the penalization technique by Barbu [4] (cf. [12]).

2. Preliminaries. We begin by introducing our notation and the mathematical assumption on the data involved in (1.2) and (P). Throughout this paper, $c$ denotes a generic positive constant that can take different values on different occasions. For a given Hilbert space $V$, we use the notation $\|\cdot\|_V$ and $(\cdot,\cdot)_V$ for a standard norm
and a standard scalar product in \( V \). By \( V^* \), we denote the dual space of \( V \), and, for the associated duality pairing, we write \( (\cdot, \cdot)_{V^*, V} \). Furthermore, if \( V \) is continuously embedded in another normed linear space \( Y \), we write \( V \hookrightarrow Y \). By \( \mathcal{L}(X,Y) \), we denote the space of all linear and bounded operators between normed linear spaces \( X \) and \( Y \). We use a bold face to indicate a three-dimensional vector function or a Hilbert space of three-dimensional vector functions. The main Hilbert spaces we use in our analysis are

\[
\begin{align*}
H(\text{curl}) & := \left\{ q \in L^2(\Omega) \mid \text{curl} \, q \in L^2(\Omega) \right\}, \\
H_0(\text{curl}) & := \left\{ q \in H(\text{curl}) \mid q \times n = 0 \text{ on } \partial\Omega \right\}, \\
H(\text{div}) & := \left\{ q \in L^2(\Omega) \mid \text{div} \, q \in L^2(\Omega) \right\}, \\
H(\text{div}=0) & := \left\{ q \in L^2(\Omega) \mid (q, \nabla \phi)_{L^2(\Omega)} = 0, \forall \phi \in H^1_0(\Omega) \right\},
\end{align*}
\]

where the curl- and div-operators as well as the tangential trace are understood in the sense of distributions. We also introduce the following weighted Hilbert space:

\[
X := L^2(\Omega) \times L^2_\mu(\Omega),
\]

equipped with the (weighted) scalar product

\[
((y, w), (\hat{y}, \hat{w}))_X = (ey, \hat{y})_{L^2(\Omega)} + (\mu w, \hat{w})_{L^2(\Omega)}, \forall (y, w), (\hat{y}, \hat{w}) \in X.
\]

Let us now define the Maxwell operator

\[
\mathcal{A} : D(\mathcal{A}) \subset X \rightarrow X, \quad \mathcal{A} := - \begin{pmatrix} 0 & -\epsilon^{-1} \text{curl} \\ \mu^{-1} \text{curl} & 0 \end{pmatrix},
\]

where the domain of \( \mathcal{A} \) is given by

(2.1) \[ D(\mathcal{A}) := H_0(\text{curl}) \times H(\text{curl}). \]

**Assumption 2.1.** The electric permittivity \( \epsilon : \Omega \rightarrow \mathbb{R} \) and the magnetic permeability \( \mu : \Omega \rightarrow \mathbb{R} \) are assumed to be Lebesgue measurable and essentially bounded. There exist positive constants \( 0 < \xi < \tau < \infty \) and \( 0 < \underline{\mu} < \bar{\mu} < \infty \) such that

\[
\epsilon \leq \epsilon(x) \leq \tau \quad \text{a.e. in } \Omega \quad \text{and} \quad \underline{\mu} \leq \mu(x) \leq \bar{\mu} \quad \text{a.e. in } \Omega.
\]

The initial data \( E_0, H_0 \) and the desired electromagnetic fields \( E_d, H_d \) are assumed to satisfy \((E_0, H_0) \in D(\mathcal{A}) \) and \((E_d, H_d) \in L^2((0,T),X) \).

**2.1. Well-known Results.** Employing the Maxwell operator \( \mathcal{A} \), the evolution Maxwell equations (1.1a) can be equivalently formulated as the following Cauchy problem:

(2.2) \[
\begin{cases}
\left( \frac{d}{dt} - \mathcal{A} \right) (E, H)(t) = (\epsilon^{-1}(u(t) - J(t)), 0), & t \in (0,T), \\
(E, H)(0) = (E_0, H_0).
\end{cases}
\]

We note that the operator \( \mathcal{A} : D(\mathcal{A}) \subset X \rightarrow X \) is skew-adjoint, i.e., it holds for the corresponding adjoint operator that \( \mathcal{A}^* = -\mathcal{A} \) and \( D(\mathcal{A}^*) = D(\mathcal{A}) = H_0(\text{curl}) \times \)
The energy balance equality on $X$ holds for all $t \in [0, T]$. Furthermore, suppose that $\{T_t\}_{t \in \mathbb{R}}$ is a strongly continuous group of unitary operators on $X$.

**Definition 2.2.** Let $u \in L^2((0, T), L^2(\Omega))$. A triple $(E, H, J) \in C([0, T], X) \times L^2((0, T), L^2(\Omega))$ is called a mild solution of (1.2) associated with $u$, if and only if

$$
\begin{cases}
(E, H)(t) = T_t(E_0, H_0) + \int_0^t T_{t-s}(-1(u(s) - J(s)), 0) \, ds, & \forall t \in [0, T], \\
J(x, t) \cdot E(x, t) = j_c(x)|E(x, t)| & \text{for a.e. } (x, t) \in \Omega \times (0, T), \\
|J(x, t)| \leq j_c(x) & \text{for a.e. } (x, t) \in \Omega \times (0, T).
\end{cases}
$$

The existence of a unique mild solution to (1.2) has been proven by Jochmann in [13, Theorem 1]. We summarize the corresponding existence and uniqueness result in the following lemma:

**Lemma 2.3.** For every $u \in L^2((0, T), L^2(\Omega))$, the Maxwell system (1.2) admits a unique mild solution $(E, H, J) \in C([0, T], X) \times L^2((0, T), L^2(\Omega))$.

If $u \in W^{1, \infty}((0, T), L^2(\Omega))$, then the mild solution turns out to be the strong solution of (1.2). This result has been justified in [14, Lemma 4.3].

**Lemma 2.4.** For every $u \in W^{1, \infty}((0, T), L^2(\Omega))$, the mild solution $(E, H, J) \in C([0, T], X) \times L^2((0, T), L^2(\Omega))$ of (1.2) enjoys the regularity property

$$(E, H) \in L^\infty((0, T), D(A)) \cap W^{1, \infty}((0, T), X)$$

and satisfies (2.2) for almost all $t \in (0, T)$, i.e., it is the (unique) strong solution of the Maxwell system (1.2) associated with $u$. Furthermore, it holds that

$$
\| (E, H) \|_{L^\infty((0, T), D(A)) \cap W^{1, \infty}((0, T), X)} \leq c(\| u \|_{W^{1, \infty}((0, T), L^2(\Omega))} + 1),
$$

with a constant $c > 0$, independent of $u$ and $(E, H, J)$.

**Remark 2.5.** Thanks to the injection $H^2((0, T), L^2(\Omega)) \hookrightarrow W^{1, \infty}((0, T), L^2(\Omega))$, the strong regularity result of Lemma 2.4 is satisfied for every feasible control $u \in H^2((0, T), H(\text{div}=0))$ of (P).

We close this section by recalling a classical result on the energy balance equality for every strongly continuous group of unitary operators on $X$.

**Lemma 2.6.** Let $\{S_t\}_{t \in \mathbb{R}}$ be a strongly continuous group of unitary operators on $X$. Furthermore, suppose that $(e, h) \in C([0, T], X)$, $(e_0, h_0) \in X$ and $(w, \dot{w}) \in L^1((0, T), X)$ satisfy

$$(e, h)(t) = S_t(e_0, h_0) + \int_0^t S_{t-s}(w, \dot{w})(s) \, ds, \quad \forall t \in [0, T].$$

Then, the energy balance equality

$$
\| (e, h)(t) \|_X^2 = \| (e_0, h_0) \|_X^2 + 2 \int_0^t \| (w, \dot{w})(s), (e, h)(s) \|_X^2 \, ds
$$

holds for all $t \in [0, T]$.

**3. Existence Analysis.** The existence analysis of (P) is mainly complicated by the fact that the injections $H(\text{div}=0) \hookrightarrow L^2(\Omega)$ and $H_0(\text{curl}) \hookrightarrow L^2(\Omega)$
are not compact (see for instance [2, Proposition 2.7]). Thus, classical arguments based on the compactness of the injection of the state space (or the control space) to the Hilbert space $L^2((0, T), L^2(\Omega))$ cannot be used for proving the existence. Here, our main idea is to make use of the analytical properties from the non-smooth relation (1.1b), the divergence-free constraint (1.3) and the regularity result for the electromagnetic fields (Lemma 2.4) in combination with the Helmholtz decomposition:

\begin{equation}
L^2(\Omega) = \nabla H^1_0(\Omega) \oplus H(\text{div}=0) .
\end{equation}

According to (3.1), for every $F \in L^2(\Omega)$, there exists a unique pair $(\phi, \hat{F}) \in H^1_0(\Omega) \times H(\text{div}=0)$ such that

$$F = \nabla \phi + \hat{F}.$$ 

We denote the associated Helmholtz projection by $\pi : L^2(\Omega) \to H(\text{div}=0)$, $F \to \hat{F}$.

By definition, $\pi : L^2(\Omega) \to H(\text{div}=0)$ is a linear and bounded operator satisfying

$$\langle v, \pi F \rangle_{L^2(\Omega)} = \langle v, F \rangle_{L^2(\Omega)}, \quad \forall v \in H(\text{div}=0), \quad \forall F \in L^2(\Omega).$$

Furthermore, since $\nabla H^1_0(\Omega) \subset H_0(\text{curl})$ and $\text{curl} \nabla \equiv 0$, the Helmholtz projection $\pi$ considered as an operator from $H_0(\text{curl})$ to $H_0(\text{curl}) \cap H(\text{div}=0)$ is also linear and bounded. In conclusion, (3.3)

$$\pi \in \mathcal{L}(L^2(\Omega), H(\text{div}=0)) \quad \text{and} \quad \pi \in \mathcal{L}(H_0(\text{curl}), H_0(\text{curl}) \cap H(\text{div}=0)).$$

As a consequence of (3.3), we obtain the following result:

**Corollary 3.1.** The Helmholtz projection $\pi$ is linear and bounded considered as an operator from the Hilbert space $L^2((0, T), H_0(\text{curl})) \cap H^1((0, T), L^2(\Omega))$ to the Hilbert space $L^2((0, T), H_0(\text{curl}) \cap H(\text{div}=0)) \cap H^1((0, T), H(\text{div}=0))$.

In the upcoming theorem, we will make use of the following set:

$$\mathbb{M} := \left\{ (j, e) \in L^2((0, T), L^2(\Omega)) \times L^2((0, T), L^2(\Omega)) \mid |j(x, t)| \leq j_c(x) \text{ a.e. in } \Omega \times (0, T), \right. $$

$$\left. j(x, t) \cdot e(x, t) = j_c(x)|e(x, t)| \text{ a.e. in } \Omega \times (0, T) \right\}. $$

We note that this set $\mathbb{M} \subset L^2((0, T), L^2(\Omega)) \times L^2((0, T), L^2(\Omega))$ is maximal monotone (see Remark 1 in [13]).

**Theorem 3.2.** Let $\{u_n\}_{n=1}^\infty$ be a sequence in $H^2((0, T), H(\text{div}=0))$. For every $n \in \mathbb{N}$, let $(E_n, H_n, J_n) \in L^\infty((0, T), D(A)) \cap W^{1,\infty}((0, T), X) \times L^2((0, T), L^2(\Omega))$ denote the strong solution of (1.2) associated with $u_n \in H^2((0, T), H(\text{div}=0))$. If $u_n \rightharpoonup u$ weakly in $H^2((0, T), H(\text{div}=0))$ as $n \to \infty$, then

$$(E_n, H_n) \rightharpoonup (E, H) \quad \text{weakly in } L^2((0, T), D(A)) \cap H^1((0, T), X) \text{ as } n \to \infty,$$

$$J_n \rightharpoonup J \quad \text{weakly in } L^2((0, T), L^2(\Omega)) \text{ as } n \to \infty,$$

where the triple $(E, H, J) \in L^\infty((0, T), D(A)) \cap W^{1,\infty}((0, T), X) \times L^2((0, T), L^2(\Omega))$ is the strong solution of (1.2) associated with the weak limit $u \in H^2((0, T), H(\text{div}=0))$.

**Proof.** According to Lemma 2.4, the sequence $\{(E_n, H_n)\}_{n=1}^\infty$ is bounded in the Hilbert space $L^2((0, T), D(A)) \cap H^1((0, T), X)$. Moreover, by definition, the inequality
Now, in view of Corollary 3.1, the weak convergence (3.4) implies that
\[ (E_{n_k}, H_{n_k}) \rightharpoonup (E, H) \]
weakly in \( L^2((0, T), D(A)) \cap H^1((0, T), X) \) as \( k \to \infty \),
\[ J_{n_k} \rightharpoonup J \]
weakly in \( L^2((0, T), L^2(\Omega)) \) as \( k \to \infty \),
for some \( (E, H) \in L^2((0, T), D(A)) \cap H^1((0, T), X) \) and some \( J \in L^2((0, T), L^2(\Omega)) \).

According to Definition 2.2, for every \( k \in \mathbb{N} \), \( (E_{n_k}, H_{n_k}) \) satisfies
\[ (3.5) \]
\[ (E_{n_k}, H_{n_k})(t) = \mathbb{T}(E_0, H_0) + \int_0^t \mathbb{T}_{t-s} \left( \epsilon^{-1}(u_{n_k}(s) - J_{n_k}(s)), 0 \right) dt, \quad \forall t \in [0, T]. \]

Hence, as \( u_{n_k} \rightharpoonup u \) and \( J_{n_k} \rightharpoonup J \) weakly in \( L^2((0, T), L^2(\Omega)) \), the weak limit \( (E, H) \) satisfies
\[ (3.6) \]
\[ (E, H)(t) = \mathbb{T}(E_0, H_0) + \int_0^t \mathbb{T}_{t-s} \left( \epsilon^{-1}(u(s) - J(s)), 0 \right) dt, \quad \forall t \in [0, T], \]
and the following pointwise weak convergence is obtained:
\[ (3.7) \]
\[ (E_{n_k}, H_{n_k})(t) \rightharpoonup (E, H)(t) \quad \text{weakly in } X \quad \text{as } k \to \infty, \quad \forall t \in [0, T]. \]

Let us show that \( (E, H, J) \in L^\infty((0, T), D(A)) \cap W^{1, \infty}((0, T), X) \times L^2((0, T), L^2(\Omega)) \) is the strong solution of (1.2) associated with the weak limit \( u \in H^2((0, T), H(\text{div}=0)) \).

In view of (3.6) and Lemma 2.4, we only have to verify that \( (J, E) \in M. \) Making use of the energy balance equality (Lemma 2.6) in (3.5) and (3.6), we infer that
\[ 2 \int_0^T (J_{n_k}(t), E_{n_k}(t))_{L^2(\Omega)} dt = -\|(E_{n_k}, H_{n_k})(T)\|_X^2 + \|(E_0, H_0)\|_X^2 + 2 \int_0^T \langle \mathbb{T}_{t-s}(\epsilon^{-1}(u_{n_k}(s) - J_{n_k}(s)), 0), 0 \rangle dt \]
\[ = -\|(E_{n_k}, H_{n_k})(T)\|_X^2 + \|(E, H)(T)\|_X^2 + 2 \int_0^T (J(t), E(t))_{L^2(\Omega)} dt \]
\[ + 2 \int_0^T \langle u_{n_k}(t), E_{n_k}(t) \rangle_{L^2(\Omega)} dt - \langle u(t), E(t) \rangle_{L^2(\Omega)} dt. \]

Now, in view of Corollary 3.1, the weak convergence (3.4) implies that
\[ \pi E_{n_k} \rightharpoonup \pi E \quad \text{weakly in } L^2((0, T), H_0(\text{curl}) \cap H(\text{div}=0)) \cap H^1((0, T), H(\text{div}=0)), \]
as \( k \to \infty \). On the other hand, as the injection \( H_0(\text{curl}) \cap H(\text{div}) \hookrightarrow L^2(\Omega) \) is compact, the Aubin-Lions lemma yields the compactness of the injection
\[ L^2((0, T), H_0(\text{curl}) \cap H(\text{div})) \cap H^1((0, T), L^2(\Omega)) \hookrightarrow L^2((0, T), L^2(\Omega)), \]
and so \( \pi E_{n_k} \rightharpoonup \pi E \) strongly in \( L^2((0, T), L^2(\Omega)) \) as \( k \to \infty \). From this strong convergence, it follows that
\[ \int_0^T \langle u_{n_k}(t), E_{n_k}(t) \rangle_{L^2(\Omega)} dt = \int_0^T \langle u_{n_k}(t), \pi E_{n_k}(t) \rangle_{L^2(\Omega)} dt \]
\[ \to \int_0^T \langle u(t), \pi E(t) \rangle_{L^2(\Omega)} dt = \int_0^T \langle u(t), E(t) \rangle_{L^2(\Omega)} dt \quad \text{as } k \to \infty, \]
where we have also used (3.2) and the weak convergence \( u_n \to u \) in \( L^2((0, T), L^2(\Omega)) \).

The above convergence applied to (3.8) yields that

\[
2 \liminf_{k \to \infty} \int_0^T (J_{n_k}(t), E_{n_k}(t))_{L^2(\Omega)} dt \leq 2 \limsup_{k \to \infty} \int_0^T (J_{n_k}(t), E_{n_k}(t))_{L^2(\Omega)} dt
\]

\[
\leq \limsup_{k \to \infty} \left( -\| (E_{n_k}, H_{n_k})(T) \|_{X}^2 + \| (E, H)(T) \|_{X}^2 + 2 \int_0^T (J(t), E(t))_{L^2(\Omega)} dt \right)
\]

\[
= - \liminf_{k \to \infty} \| (E_{n_k}, H_{n_k})(T) \|_{X}^2 + \| (E, H)(T) \|_{X}^2 + 2 \int_0^T (J(t), E(t))_{L^2(\Omega)} dt,
\]

and hence, by (3.7), it follows that

\[
\liminf_{k \to \infty} \int_0^T (J_{n_k}(t), E_{n_k}(t))_{L^2(\Omega)} dt \leq \int_0^T (J(t), E(t))_{L^2(\Omega)} dt.
\]

Thus, since \( \mathbb{M} \) is a maximal monotone set (Remark 1 in [13]) and \( (J_{n_k}, E_{n_k}) \in \mathbb{M} \)
holds for all \( k \in \mathbb{N} \), the above inequality implies that \( (J, E) \in \mathbb{M} \) (see Showalter [20, Proposition 1.6 p. 159]). In conclusion, \( (E, H, J) \) is the strong solution of (1.2) associated with \( u \), and classical arguments imply that (3.4) is satisfied for the whole sequence \( \{ (E_n, H_n, J_n) \}_{n=1}^\infty \).

An immediate consequence of Theorem 3.2 is the existence of an optimal solution for (P), which we shall summarize in the upcoming corollary.

**Definition 3.3.** A triple \( (E, H, u) \in \mathcal{F}_{eas} \) is called an optimal solution of (P), if and only if \( J(E, H, u) \leq J(E, H, u) \) holds for all \( (E, H, u) \in \mathcal{F}_{eas} \), where the feasible set \( \mathcal{F}_{eas} \) associated with (P) is given by

\[
\mathcal{F}_{eas} := \{ (E, H, u) \in L^\infty((0, T), D(\Delta)) \cap W^{1,\infty}((0, T), X) \times H^2((0, T), H(\text{div}=0)) | \exists J \in L^2((0, T), L^2(\Omega)) \text{ s.t. } (E, H, J) \text{ is the strong solution of (1.2) associated with } u \}.
\]

**Corollary 3.4.** The PDE-constrained optimization problem (P) admits an optimal solution \( (E, H, u) \in \mathcal{F}_{eas} \).

**4. Analysis of the Penalized Problem.** In the following, let \( (E, H, u) \in \mathcal{F}_{eas} \) be an arbitrarily fixed optimal solution of (P). For every \( \gamma > 0 \), we consider

\[
(P_\gamma) \quad \min_{\gamma} J(E^{\gamma}, H^{\gamma}, u) + \frac{1}{2} \| u - u \|_{H^2((0, T), L^2(\Omega))}^2,
\]

subject to the semilinear hyperbolic evolution Maxwell equations

\[
\begin{aligned}
e E^{\gamma} - \text{curl} H^{\gamma} + \varphi^{\gamma} (\cdot, E^{\gamma}) &= u \quad \text{in } \Omega \times (0, T), \\
\mu H^{\gamma} + \text{curl} E^{\gamma} &= 0 \quad \text{in } \Omega \times (0, T), \\
E^{\gamma} \times n &= 0 \quad \text{in } \partial \Omega \times (0, T), \\
E^{\gamma} (\cdot, 0) &= E_0 \quad \text{in } \Omega, \\
H^{\gamma} (\cdot, 0) &= H_0 \quad \text{in } \Omega,
\end{aligned}
\]

and to the divergence-free constraint on the control

\[
\text{div } u = 0 \quad \text{in } \Omega \times (0, T).
\]

Here, the function \( \varphi^{\gamma} : \Omega \times \mathbb{R}^3 \to \mathbb{R}^3 \) is defined as follows:

\[
\varphi^{\gamma}(x, y) := j_c(x) \frac{y}{\sqrt{\gamma^2 + |y|^2}}.
\]
We denote by $\Phi^\gamma : L^2(\Omega) \to L^2(\Omega)$ the Nemitskii operator generated by $\varphi^\gamma$, i.e., $\Phi^\gamma (y) = \varphi^\gamma (\cdot, y(\cdot))$ for every $y \in L^2(\Omega)$. For every fixed $\gamma > 0$, the operator $\Phi^\gamma : L^2(\Omega) \to L^2(\Omega)$ is Lipschitz-continuous. Furthermore, it satisfies
\begin{equation}
|\Phi^\gamma (y)(x)| \leq j_c(x) \quad \text{a.e. in } \Omega, \quad \forall y \in L^2(\Omega), \forall \gamma > 0.
\end{equation}
Here, we recall that $j_c = \chi_{\Omega_{sc}} j_c$, where $j_c \in \mathbb{R}^+$ denotes the critical current density of the superconductor $\Omega_{sc}$ (see Section 1).

Now, employing $A$ and $\Phi^\gamma$, (4.1) can be equivalently formulated as the following Cauchy problem:
\begin{equation}
\begin{cases}
\frac{d}{dt} (E^\gamma, H^\gamma)(t) = (\epsilon^{-1}(u(t) - \Phi^\gamma (E^\gamma(t))), 0), & t \in (0, T), \\
(E^\gamma, H^\gamma)(0) = (E_0, H_0).
\end{cases}
\end{equation}

**Definition 4.1.** Let $\gamma > 0$ and $u \in L^1((0, T), L^2(\Omega))$. A pair $(E^\gamma, H^\gamma) \in C([0, T], X)$ is called a mild solution of (4.1) associated with $u$, if and only if
\begin{equation}
(E^\gamma, H^\gamma)(t) = \mathbb{T}_t(E_0, H_0) + \int_0^t \mathbb{T}_{t-s} (\epsilon^{-1}(u(s) - \Phi^\gamma(E^\gamma(s))), 0) \, ds
\end{equation}
holds for all $t \in [0, T]$.

**Remark 4.2.** According to the classical result by Ball [3], $(E^\gamma, H^\gamma) \in C([0, T], X)$ is a mild solution of (4.1) associated with $u$, if and only if it satisfies the following the weak formulation for (4.1):

\begin{equation}
\begin{cases}
\frac{d}{dt} \int_{\Omega} \epsilon E^\gamma(t) \cdot v \, dx - \int_{\Omega} H^\gamma(t) \cdot \text{curl} v \, dx + \int_{\Omega} \Phi^\gamma (E^\gamma(t)) \cdot v \, dx = \int_{\Omega} u(t) \cdot v \, dx, \\
\frac{d}{dt} \int_{\Omega} \mu H^\gamma(t) \cdot w \, dx + \int_{\Omega} E^\gamma(t) \cdot \text{curl} w \, dx = 0,
\end{cases}
\end{equation}

for a.e. $t \in (0, T)$ and all $(v, w) \in H_0(\text{curl}) \times H(\text{curl})$.

(4.5) $(E^\gamma, H^\gamma)(0) = (E_0, H_0)$,

and, for every $(v, w) \in H_0(\text{curl}) \times H(\text{curl})$, the mapping
\begin{equation}
t \mapsto \int_{\Omega} \epsilon E^\gamma(t) \cdot v + \mu H^\gamma(t) \cdot w \, dx
\end{equation}
is absolutely continuous from $[0, T]$ to $\mathbb{R}$, and so it is a.e. differentiable in $(0, T)$.

**Lemma 4.3.** For every $\gamma > 0$ and $u \in L^1((0, T), L^2(\Omega))$, (4.1) admits a unique mild solution $(E^\gamma, H^\gamma) \in C([0, T], X)$.

**Proof.** Let $\gamma > 0$ and $u \in L^1((0, T), L^2(\Omega))$. Introducing the function
\begin{equation}
g \in C([0, T], X), \quad g(t) := \mathbb{T}_t(E_0, H_0) + \int_0^t \mathbb{T}_{t-s} (\epsilon^{-1}(u(s), 0) \, ds, \quad \forall t \in [0, T],
\end{equation}
we see that (4.5) is equivalent to
\begin{equation}
(E^\gamma, H^\gamma)(t) = g(t) + \int_0^t \mathbb{T}_{t-s} \alpha ((E^\gamma, H^\gamma)(s)) \, ds, \quad \forall t \in [0, T],
\end{equation}
where $\alpha : X \to X$, $\alpha(v, w) := - (\epsilon^{-1}\Phi^\gamma(v), 0)$. Since $\alpha : X \to X$ is Lipschitz-continuous and $g \in C([0, T], X)$, a classical contraction argument (cf. [16, Corollary 1.3, p. 185]) implies that the integral equation (4.6) admits a unique solution $(E^\gamma, H^\gamma) \in C([0, T], X)$. \(\square\)
Lemma 4.4. Let $u \in L^1([0, T), L^2(\Omega))$. Then, for every $\gamma > 0$, the mild solution $(E^\gamma, H^\gamma) \in C([0, T], X)$ of (4.1) associated with $u$ satisfies

\begin{equation}
\|(E^\gamma, H^\gamma)\|_{C([0, T], X)} \leq \|(E_0, H_0)\|_X + 2\varepsilon^{-\frac{1}{2}}\|u\|_{L^1((0, T), L^2(\Omega))}.
\end{equation}

Proof. In view of (4.5), the energy balance equality (Lemma 2.6) implies

\begin{align*}
\|(E^\gamma, H^\gamma)(t)\|_X^2 &= \|(E_0, H_0)\|_X^2 + 2 \int_0^t \left(\|u(s), E^\gamma(s)\|_{L^2(\Omega)}^2 - \langle \Phi^\gamma(E^\gamma(s)), E^\gamma(s) \rangle_{L^2(\Omega)} \right) ds, \quad \forall t \in [0, T].
\end{align*}

Thus, since $(\Phi^\gamma(v), v)_{L^2(\Omega)} \geq 0$ holds for all $v \in L^2(\Omega)$, it follows that

\begin{align*}
\|(E^\gamma, H^\gamma)(t)\|_X &\leq \|(E_0, H_0)\|_X^2 + 2 \int_0^t \|u(s), E^\gamma(s)\|_{L^2(\Omega)}^2 ds \\
&\leq \|(E_0, H_0)\|_X^2 + 2\varepsilon^{-\frac{1}{2}} \max_{t \in [0, T]} \|E^\gamma(t)\|_{L^2(\Omega)} \|u\|_{L^1((0, T), L^2(\Omega))} \\
&\leq \|(E_0, H_0)\|_X + 2\varepsilon^{-\frac{1}{2}} \|u\|_{L^1((0, T), L^2(\Omega))}, \quad \forall t \in [0, T].
\end{align*}

In conclusion, $\|(E^\gamma, H^\gamma)\|_{C([0, T], X)} \leq \|(E_0, H_0)\|_X + 2\varepsilon^{-\frac{1}{2}} \|u\|_{L^1((0, T), L^2(\Omega))}$. \hfill \Box

Remark 4.5. The previous results ensure only $u \in L^1([0, T), L^2(\Omega))$ for the applied current source. In the upcoming lemma, we demonstrate that, if $u \in W^{1, \infty}((0, T), L^2(\Omega))$, then the mild solution of (4.1) turns out to be the (classical) solution of (4.4) or equivalently (4.1). At this point we should notice that every function $u \in W^{1, \infty}((0, T), L^2(\Omega))$ is, possibly after a modification on a set of measure zero, Lipschitz-continuous from $[0, T]$ to $L^2(\Omega)$ such that it makes sense to consider the Cauchy problem (4.4) pointwise for all $t \in [0, T]$.

Lemma 4.6. Let $\gamma > 0$ and $u \in W^{1, \infty}((0, T), L^2(\Omega))$. Then, the mild solution $(E^\gamma, H^\gamma)$ of (4.1) enjoys the regularity property $(E^\gamma, H^\gamma) \in C([0, T], D(A)) \cap C^1([0, T], X)$ and satisfies (4.4) for all $t \in [0, T]$, i.e., it is the solution of (4.1).

Proof. As $\Phi^\gamma : L^2(\Omega) \to L^2(\Omega)$ is Lipschitz-continuous, $u \in W^{1, \infty}((0, T), L^2(\Omega))$ and $(E_0, H_0) \in D(A)$, classical arguments (cf. the proof of [16, Theorem 1.6, p. 189]) imply that the mild solution of (4.4) is Lipschitz-continuous, i.e., $(E^\gamma, H^\gamma) \in C^{0, 1}([0, T], X)$. Thus, since the operator $\Phi^\gamma : L^2(\Omega) \to L^2(\Omega)$ is Lipschitz-continuous and $X$ is reflexiv, it follows that the right hand side of (4.4) satisfies $\varepsilon^{-1}(u - \Phi^\gamma(E^\gamma)), 0) \in W^{1, \infty}((0, T), X)$. By this regularity property and $(E_0, H_0) \in D(A)$, we may apply [10, Corollary 7.6, p. 440] to deduce that $(E^\gamma, H^\gamma) \in C([0, T], D(A)) \cap C^1([0, T], X)$ is the (classical) solution of (4.4). \hfill \Box

Lemma 4.7. Let $\gamma > 0$ and $u \in W^{1, \infty}((0, T), L^2(\Omega))$. Then, the solution $(E^\gamma, H^\gamma) \in C([0, T], D(A)) \cap C^1([0, T], X)$ of (4.1) associated with $u$ satisfies

\begin{equation}
\|(E^\gamma, H^\gamma)\|_{C([0, T], D(A)) \cap C^1([0, T], X)} \leq c\left(\|u\|_{W^{1, \infty}((0, T), L^2(\Omega))} + 1\right),
\end{equation}

with a constant $c > 0$, independent of $\gamma$, $u$, and $(E^\gamma, H^\gamma)$.
Proof. Let \( t \in (0, T) \) and \( h > 0 \) such that \( t + h \in (0, T) \). According to (4.5), we have that

\[
(E^\gamma, H^\gamma)(t + h) = T_{t+h}(E_0, H_0) + \int_0^{t+h} \mathcal{T}_{t+h-s} (\epsilon^{-1}(u(s) - \Phi^\gamma(E^\gamma(s))), 0) \, ds,
\]

\[
= T_{t+h}(E_0, H_0) + \int_0^h \mathcal{T}_{t+h-s} (\epsilon^{-1}(u(s) - \Phi^\gamma(E^\gamma(s))), 0) \, ds + \int_h^{t+h} \mathcal{T}_{t+h-s} (\epsilon^{-1}(u(s) - \Phi^\gamma(E^\gamma(s))), 0) \, ds,
\]

\[
= T_{h}(E_0, H_0) + \int_0^h \mathcal{T}_{h-s} (\epsilon^{-1}(u(s) - \Phi^\gamma(E^\gamma(s))), 0) \, ds + \int_0^t \mathcal{T}_{t-s} (\epsilon^{-1}(u(s + h) - \Phi^\gamma(E^\gamma(s + h))), 0) \, ds,
\]

and hence, taking again (4.5) into account, it follows that

\[
(E^\gamma, H^\gamma)(t + h) - (E^\gamma, H^\gamma)(t) = \int_0^h \mathcal{T}_{h-s} (\epsilon^{-1}(u(s) - \Phi^\gamma(E^\gamma(s))), 0) \, ds
\]

Then, the energy balance equality (Lemma 2.6) implies

\[
\left\| (E^\gamma, H^\gamma)(t + h) - (E^\gamma, H^\gamma)(t) \right\|_X^2 = \left\| T_h(E_0, H_0) - (E_0, H_0) + \frac{1}{h} \int_0^h \mathcal{T}_{h-s} (\epsilon^{-1}(u(s) - \Phi^\gamma(E^\gamma(s))), 0) \, ds \right\|_X^2
\]

\[
+ 2 \int_0^t \left[ \frac{(u(s + h) - u(s))}{h}, \frac{E^\gamma(s + h) - E^\gamma(s)}{h} \right]_{L^2(\Omega)} ds + \frac{1}{h^2} (\Phi^\gamma(E^\gamma(s)) - \Phi^\gamma(E^\gamma(s + h)), E^\gamma(s + h) - E^\gamma(s))_{L^2(\Omega)} ds
\]

\[
=: I(h) + II(h).
\]

We estimate the first term \( I(h) \) as follows:

\[
I(h) \leq \left( \left\| \frac{T_h(E_0, H_0) - (E_0, H_0)}{h} \right\|_X^2 + \frac{1}{h} \int_0^h \left\| \epsilon^{-1}(u(s) - \Phi^\gamma(E^\gamma(s))), 0 \right\|_X ds \right)^2
\]

\[
\leq \left( \left\| \frac{T_h(E_0, H_0) - (E_0, H_0)}{h} \right\|_X^2 + \epsilon^{-\frac{1}{2}} \| u \|_{L^\infty((0, T), L^2(\Omega))} + \epsilon^{-\frac{1}{2}} |c| |\Omega_{sc}|^{\frac{1}{2}} \right)^2.
\]

As \( (E_0, H_0) \in D(A) \), we can pass to the limit \( h \to 0 \) in the above inequality and obtain

\[
\limsup_{h \to 0} I(h) \leq \left( \left\| A(E_0, H_0) \right\|_X + \epsilon^{-\frac{1}{2}} \| u \|_{L^\infty((0, T), L^2(\Omega))} + \epsilon^{-\frac{1}{2}} |c| |\Omega_{sc}|^{\frac{1}{2}} \right)^2.
\]
On the other hand, as \((\Phi^\gamma(v) - \Phi^\gamma(w), v - w)_{L^2(\Omega)} \geq 0\) holds for all \(v, w \in L^2(\Omega)\), the second term \(II(h)\) can be estimated as follows:

\[
II(h) = 2 \int_0^t \left[ \left( \frac{u(s + h) - u(s)}{h}, \frac{E^\gamma(s + h) - E^\gamma(s)}{h} \right) \right]_{L^2(\Omega)} ds \\
- \frac{1}{h^2} \left( \Phi^\gamma(E^\gamma(s + h)) - \Phi^\gamma(E^\gamma(s)), E^\gamma(s + h) - E^\gamma(s) \right)_{L^2(\Omega)} ds
\]

\[
(4.10)
\]

Concluding from (4.8)-(4.10) and since \((E^\gamma, H^\gamma) \in C^1([0, T], X)\), we obtain

\[
\left\| \frac{d}{dt}(E^\gamma, H^\gamma)(t) \right\|_X^2 = \lim_{h \to 0} \left\| \frac{(E^\gamma, H^\gamma)(t + h) - (E^\gamma, H^\gamma)(t)}{h} \right\|_X^2
\]

\[
\leq \left( \| A(E_0, H_0) \|_X + \xi^{-\frac{1}{2}} \| u \|_{L^\infty([0, T], L^2(\Omega))} + \xi^{-\frac{1}{2}} \| \Omega_{sc} \|^{\frac{1}{2}} \right)^2 \\
+ 2T^2 \xi^{-1} \left\| \frac{d}{dt}u \right\|_{L^\infty([0, T], L^2(\Omega))}^2 + \frac{1}{2} \left\| \frac{d}{dt}E^\gamma \right\|_{C([0, T], L^2(\Omega))}^2, \quad \forall t \in (0, T),
\]

from which it follows that

\[
\left\| \frac{d}{dt}(E^\gamma, H^\gamma) \right\|_{C([0, T], X)}^2 \leq 2 \left( \| A(E_0, H_0) \|_X + \xi^{-\frac{1}{2}} \| u \|_{L^\infty([0, T], L^2(\Omega))} \\
+ \xi^{-\frac{1}{2}} \| \Omega_{sc} \|^{\frac{1}{2}} \right)^2 + 4T^2 \xi^{-1} \left\| \frac{d}{dt}u \right\|_{L^\infty([0, T], L^2(\Omega))}^2.
\]

Finally, as \((E^\gamma, H^\gamma) \in C([0, T], D(\mathcal{A})) \cap C^1([0, T], X)\) satisfies (4.4) for all \(t \in [0, T]\), we obtain that

\[
\| A(E^\gamma, H^\gamma) \|_{C([0, T], X)} \leq \left\| \frac{d}{dt}(E^\gamma, H^\gamma) \right\|_{C([0, T], X)} + \xi^{-\frac{1}{2}} \left( \| u \|_{C([0, T], L^2(\Omega))} + \| \Omega_{sc} \|^{\frac{1}{2}} \right).
\]

In conclusion, the assertion follows from the above inequality along with (4.11) and Lemma 4.4.

Let us close this section by proving an existence result for \((\mathcal{P}_\gamma^\gamma)\):

**Theorem 4.8.** For every \(\gamma > 0\), the penalized problem \((\mathcal{P}_\gamma^\gamma)\) admits an optimal solution \((\overline{E}^\gamma, \overline{H}^\gamma, \overline{u}^\gamma) \in C([0, T], D(\mathcal{A})) \cap C^1([0, T], X) \times H^2((0, T), H(\text{div}=0))\).

**Proof.** Let \(\gamma > 0\). By classical arguments, it suffices to prove the following statement: If \(u_n \rightharpoonup u\) weakly in \(H^2((0, T), H(\text{div}=0))\) as \(n \to \infty\), then

\[
(E_n^\gamma, H_n^\gamma) \to (E^\gamma, H^\gamma) \quad \text{weakly in } L^2((0, T), X) \quad \text{as } n \to \infty,
\]

where, for every \(n \in \mathbb{N}\), \((E_n^\gamma, H_n^\gamma) \in C([0, T], D(\mathcal{A})) \cap C^1([0, T], X)\) denotes the solution of (4.1) associated with \(u_n\), and \((E^\gamma, H^\gamma) \in C([0, T], D(\mathcal{A})) \cap C^1([0, T], X)\) denotes the solution of (4.1) associated with \(u\). The proof is completely analogous to the one for
Theorem 3.2. For convenience of the reader, we provide the main steps of the proof. By virtue of Lemma 4.7 and (4.3), there exists a subsequence of \( \{ (E^\gamma_n, H^\gamma_n) \}_{n=1}^\infty \), denoted by \( \{ (E^\gamma_j, H^\gamma_j) \}_{j=1}^\infty \), such that

\[
(E^\gamma_j, H^\gamma_j) \to (E, H) \quad \text{weakly in } L^2((0,T), D(\mathcal{A})) \cap H^1((0,T), X) \quad \text{as } j \to \infty,
\]

\[
\Phi(\Phi^\gamma_j(t)) \to J \quad \text{weakly in } L^2((0,T), L^2(\Omega)) \quad \text{as } j \to \infty,
\]

for some \( (E, H) \in L^2((0,T), D(\mathcal{A})) \cap H^1((0,T), X) \) and some \( J \in L^2((0,T), L^2(\Omega)) \).

Then, we use analogous arguments as in the proof of Theorem 3.2 based on the energy balance equality (Lemma 2.6) and the Helmholtz projection to deduce that

\[
\liminf_{j \to \infty} \int_0^T (E^\gamma_j(t), \Phi^\gamma_j(E^\gamma_j(t)))_{L^2(\Omega)} dt \leq \int_0^T (E(t), J(t))_{L^2(\Omega)} dt.
\]

Since \( \Phi^\gamma : L^2((0,T), L^2(\Omega)) \to L^2((0,T), L^2(\Omega)) \) is monotone and continuous, it is maximal monotone, and so (4.13) implies \( J = \Phi^\gamma(E) \). Consequently, \( (E, H) \) is the solution to (4.1) associated with \( u \), i.e., \( (E, H) = (E^\gamma, H^\gamma) \). Finally, as \( (E^\gamma, H^\gamma) \) is independent of the subsequence \( \{ (E^\gamma_j, H^\gamma_j) \}_{j=1}^\infty \), classical arguments imply (4.12).

\[\square\]

4.1. Convergence Analysis. In this section, we prove the weak convergence of the solution of (4.1) towards \((E, H, \tilde{u})\) as \( \gamma \to \infty \).

Lemma 4.9. Let \( \{ u^\gamma \}_{\gamma \geq 0} \subset H^2((0,T), H(\text{div}=0)) \). For every \( \gamma > 0 \), let \( (E^\gamma, H^\gamma) \in C([0,T], D(\mathcal{A})) \cap C^1([0,T], X) \) denote the solution of (4.1) associated with \( u^\gamma \) and we set

\[
J^\gamma := \Phi^\gamma(E^\gamma) = \frac{E^\gamma}{\sqrt{\gamma - 2 + |E^\gamma|^2}}.
\]

If \( u^\gamma \rightharpoonup u \) weakly in \( H^2((0,T), H(\text{div}=0)) \) as \( \gamma \to \infty \), then

\[
(E^\gamma, H^\gamma) \to (E, H) \quad \text{weakly in } L^2((0,T), D(\mathcal{A})) \cap H^1((0,T), X) \quad \text{as } \gamma \to \infty,
\]

\[
(J^\gamma, J^\gamma) \to (J, J) \quad \text{weakly in } X \quad \text{as } \gamma \to \infty \quad \text{for all } t \in [0,T],
\]

where the triple \( (E, H, J) \in L^\infty((0,T), D(\mathcal{A})) \cap W^{1,\infty}((0,T), X) \times L^2((0,T), L^2(\Omega)) \) is the strong solution of (1.2) associated with the weak limit \( u \in H^2((0,T), H(\text{div}=0)) \).

Proof. In view of Lemma 4.7 and since \( |J^\gamma(x,t)| \leq J_0(x) \) holds for almost all \( (x,t) \in \Omega \times (0,T) \) and all \( \gamma > 0 \), there exists a subsequence of \( \{ (E^\gamma_n, H^\gamma_n, J^\gamma_n) \}_{\gamma \geq 0} \), denoted by \( \{ (E^\gamma_n, H^\gamma_n, J^\gamma_n) \}_{n=1}^\infty \) (with \( \gamma_n \to \infty \) as \( n \to \infty \)), such that

\[
(E^\gamma_n, H^\gamma_n) \to (\tilde{E}, \tilde{H}) \quad \text{weakly in } L^2((0,T), D(\mathcal{A})) \cap H^1((0,T), X),
\]

\[
J^\gamma_n \to \tilde{J} \quad \text{weakly in } L^2((0,T), L^2(\Omega)),
\]

as \( n \to \infty \), for some \( (\tilde{E}, \tilde{H}) \in L^2((0,T), D(\mathcal{A})) \cap H^1((0,T), X) \) and some \( \tilde{J} \in L^2((0,T), L^2(\Omega)) \) satisfying

\[
|\tilde{J}(x,t)| \leq J_0(x) \quad \text{a.e. in } \Omega \times (0,T).
\]

By the weak convergence (4.15)-(4.16) and since \( u^\gamma \rightharpoonup u \) weakly in \( L^2((0,T), L^2(\Omega)) \) as \( \gamma \to \infty \), it follows from (4.5) that

\[
(\tilde{E}, \tilde{H})(t) = T_t(E_0, H_0) + \int_0^t T_{t-s} \left( \epsilon^{-1}(u(s) - \tilde{J}(s)), 0 \right) ds, \quad \forall t \in [0,T],
\]

\[
\int_0^T (\tilde{E}(t), \tilde{H}(t))_{L^2(\Omega)} dt \leq \int_0^T (E(t), H(t))_{L^2(\Omega)} dt.
\]
and

\begin{equation}
(\textbf{E}^{\gamma_n}, \textbf{H}^{\gamma_n})(t) \to (\tilde{\textbf{E}}, \tilde{\textbf{H}})(t) \text{ weakly in } X \text{ as } n \to \infty, \quad \forall t \in [0, T].
\end{equation}

Let us show that \((\tilde{\textbf{E}}, \tilde{\textbf{H}}, \tilde{\textbf{J}}) \in L^\infty((0, T), D(A)) \cap W^{1,\infty}((0, T), X) \times L^2((0, T), L^2(\Omega))\) is the strong solution of (1.2) associated with the weak limit \(u \in H^2((0, T), \textbf{H}(\text{div}=0))\).

In view of Lemma 2.4 along with (4.17) and (4.18), we only need to prove:

\begin{equation}
\tilde{\textbf{J}}(x, t) \cdot \tilde{\textbf{E}}(x, t) = j_c(x)|\tilde{\textbf{E}}(x, t)| \quad \text{a.e. in } \Omega \times (0, T).
\end{equation}

To this aim, we define \(R^{\gamma_n} := \frac{|\textbf{E}^{\gamma_n}|}{\sqrt{|\textbf{E}^{\gamma_n}|^2 + |\textbf{E}^{\gamma_n}|^2}}.\) Due to our construction, it holds for almost all \((x, t) \in \Omega \times (0, T)\) that

\begin{equation}
\textbf{J}^{\gamma_n}(x, t) \cdot \textbf{E}^{\gamma_n}(x, t) = j_c(x) \frac{|\textbf{E}^{\gamma_n}(x, t)|^2}{\sqrt{\gamma_n^{-2} + |\textbf{E}^{\gamma_n}(x, t)|^2}} = j_c(x)|\textbf{R}^{\gamma_n}(x, t)|.
\end{equation}

Moreover, the inequality \(\|\textbf{E}^{\gamma_n} - \textbf{R}^{\gamma_n}\|_{L^2((0,T),L^2(\Omega))} \leq \gamma_n^{-1}(T|\Omega|)^{1/2}\) holds for all \(n \in \mathbb{N},\) and hence (4.15) implies

\begin{equation}
\textbf{R}^{\gamma_n} \to \textbf{E} \text{ weakly in } L^2((0, T), L^2(\Omega)) \text{ as } n \to \infty.
\end{equation}

Let now \(\tau \in \mathbb{R}^+.\) The weak convergence (4.22) implies

\[
\int_0^T \int_\Omega j_c(x) \frac{|\tilde{\textbf{E}}(x, t)|^2}{|\tilde{\textbf{E}}(x, t)| + \tau} \, dx \, dt = \lim_{n \to \infty} \int_0^T \int_\Omega j_c(x) \frac{|\tilde{\textbf{E}}(x, t)|}{|\tilde{\textbf{E}}(x, t)| + \tau} \cdot \textbf{R}^{\gamma_n}(x, t) \, dx \, dt
\]

\[
= \liminf_{n \to \infty} \int_0^T \int_\Omega j_c(x) \frac{|\tilde{\textbf{E}}(x, t)|}{|\tilde{\textbf{E}}(x, t)| + \tau} \cdot \textbf{R}^{\gamma_n}(x, t) \, dx \, dt
\]

\[
\leq \liminf_{n \to \infty} \int_0^T \int_\Omega j_c(x)|\textbf{R}^{\gamma_n}(x, t)| \, dx \, dt
\]

\[
= \liminf_{n \to \infty} \int_0^T \int_\Omega \textbf{J}^{\gamma_n}(x, t) \cdot \textbf{E}^{\gamma_n}(x, t) \, dx \, dt.
\]

Passing to the limit \(\tau \to 0,\) it follows that

\begin{equation}
\int_0^T \int_\Omega j_c(x)|\tilde{\textbf{E}}(x, t)| \, dx \, dt \leq \liminf_{n \to \infty} \int_0^T \int_\Omega \textbf{J}^{\gamma_n}(x, t) \cdot \textbf{E}^{\gamma_n}(x, t) \, dx \, dt.
\end{equation}
To estimate the right hand side of the above inequality, we make use of the energy balance equality (Lemma 2.6) in (4.5) and (4.18):

\[
2 \int_0^T (\mathbf{J}^{\gamma n}(t), \mathbf{E}^{\gamma n}(t))_{L^2(\Omega)} dt = -\|(\mathbf{E}^{\gamma n}, \mathbf{H}^{\gamma n})(T)\|_{X}^2 + \|([\mathbf{E}_0, \mathbf{H}_0])\|_{\tilde{X}}^2 \\
+ 2 \int_0^T (\mathbf{u}^{\gamma n}(t), \mathbf{E}^{\gamma n}(t))_{L^2(\Omega)} dt \\
= -\|(\mathbf{E}^{\gamma n}, \mathbf{H}^{\gamma n})(T)\|_{X}^2 + \|([\mathbf{E}, \mathbf{H}])\|_{\tilde{X}}^2 + 2 \int_0^T (\tilde{\mathbf{J}}(t), \tilde{\mathbf{E}}(t)) dt \\
+ 2 \int_0^T (\mathbf{u}^{\gamma n}(t) - \mathbf{u}(t), \mathbf{E}^{\gamma n}(t))_{L^2(\Omega)} dt.
\]

(4.24)

Furthermore, analogously as in the proof of Theorem 3.2, we have that

\[
\int_0^T (\mathbf{u}^{\gamma n}(t) - \mathbf{u}(t), \mathbf{E}^{\gamma n}(t))_{L^2(\Omega)} dt \to 0,
\]

as \(n \to \infty\). Then, applying the above convergence and (4.19) to (4.24), it follows that

\[
\liminf_{n \to \infty} \int_0^T \mathbf{J}^{\gamma n}(x, t) \cdot \mathbf{E}^{\gamma n}(x, t) dx \, ds \leq \int_0^T \tilde{\mathbf{J}}(x, t) \cdot \tilde{\mathbf{E}}(x, t) dx \, ds.
\]

As a result of this inequality in combination with (4.23), we obtain

\[
\int_0^T \left( j_c(x)|\tilde{\mathbf{E}}(x, t)| - \tilde{\mathbf{J}}(x, t) \cdot \tilde{\mathbf{E}}(x, t) \right) dx \, ds \leq 0.
\]

Furthermore,

\[
j_c(x)|\tilde{\mathbf{E}}(x, t)| - \tilde{\mathbf{J}}(x, t) \cdot \tilde{\mathbf{E}}(x, t) \geq 0 \text{ a.e. in } \Omega \times (0, T).
\]

Combining the above two inequalities yields finally (4.20). In conclusion, \((\mathbf{E}, \mathbf{H}, \mathbf{J}) = (\mathbf{E}^\gamma, \mathbf{H}^\gamma, \mathbf{J}^\gamma)\) is the strong solution of (1.2) associated with \(\mathbf{u}\). In particular, the weak limit is independent of the subsequence \(\{(\mathbf{E}^{\gamma n}, \mathbf{H}^{\gamma n}, \mathbf{J}^{\gamma n})\}_{n=1}^{\infty}\). Thus, classical arguments imply that the weak convergence (4.15)-(4.16) is satisfied for the whole sequence \(\{(\mathbf{E}^\gamma, \mathbf{H}^\gamma, \mathbf{J}^\gamma)\}_{\gamma > 0}\). This completes the proof.

**Lemma 4.10.** Let \(\mathbf{u} \in H^2((0, T), \mathbf{H}(\text{div}=0))\) and \((\mathbf{E}, \mathbf{H}, \mathbf{J}) \in L^\infty((0, T), D(\mathcal{A})) \cap W^{1, \infty}((0, T), \mathbf{X}) \times L^2((0, T), L^2(\Omega))\) denote the strong solution of (1.2) associated with \(\mathbf{u}\). Furthermore, for each \(\gamma > 0\), let \((\mathbf{E}^\gamma, \mathbf{H}^\gamma) \in C([0, T], D(\mathcal{A})) \cap C^1([0, T], \mathbf{X})\) denote the solution of (4.1) associated with \(\mathbf{u}\). Then,

\[
(\mathbf{E}^\gamma, \mathbf{H}^\gamma) \to (\mathbf{E}, \mathbf{H}) \text{ strongly in } L^2((0, T), \mathbf{X}) \text{ as } \gamma \to \infty.
\]

**Proof.** For every \(\gamma > 0\), we set \(\mathbf{J}^\gamma := \Phi^\gamma(\mathbf{E}^\gamma) = j_c \frac{E^\gamma}{\sqrt{\gamma - 2 + |E^\gamma|^2}}\). Then, Definition 2.2 and Definition 4.1 imply that

\[
(\mathbf{E}^\gamma - \mathbf{E}, \mathbf{H}^\gamma - \mathbf{H})(t) = \int_0^t T_{1-s}(\epsilon^{-1} (\mathbf{J}(s) - \mathbf{J}^\gamma(s)), 0) \, ds, \quad \forall t \in [0, T],
\]
and hence, by the energy balance equality (Lemma 2.6), it follows that
\[
\| (E^\gamma - E, H^\gamma - H) (t) \|_X^2 = 2 \int_0^t (J(s) - J^\gamma(s), E^\gamma(s) - E(s))_{L^2(\Omega)} \, ds
\]
(4.25)
\[
= 2 \int_0^t (J(s), E^\gamma(s) - E(s))_{L^2(\Omega)} + (J^\gamma(s), E(s))_{L^2(\Omega)} \, ds
\]
\[-2 \int_0^t (J^\gamma(s), E^\gamma(s))_{L^2(\Omega)} \, ds, \quad \forall t \in [0, T].
\]

Exploiting the weak convergence property from Lemma 4.9, we have
\[
\lim_{\gamma \to \infty} \left( 2 \int_0^t (J(s), E^\gamma(s) - E(s))_{L^2(\Omega)} + (J^\gamma(s), E(s))_{L^2(\Omega)} \, ds \right)
\]
(4.26)
\[
= 2 \int_0^t (J(s), E(s))_{L^2(\Omega)} \, ds = 2 \int_0^t \int_\Omega j_c(x) |E(x,t)| \, dx \, dt, \quad \forall t \in [0, T].
\]

On the other hand, according to (4.23), we also have
\[
\lim_{\gamma \to \infty} 2 \int_0^t (J^\gamma(s), E^\gamma(s))_{L^2(\Omega)} \, ds \geq 2 \int_0^t \int_\Omega j_c(x) |E(x,t)| \, dx \, dt, \quad \forall t \in [0, T].
\]
(4.27)

Now, from (4.25)-(4.27), it follows that
\[
0 \leq \lim_{\gamma \to \infty} \| (E^\gamma - E, H^\gamma - H) (t) \|_X^2 \leq \limsup_{\gamma \to \infty} \| (E^\gamma - E, H^\gamma - H) (t) \|_X^2
\]
\[
\leq \limsup_{\gamma \to \infty} \left( 2 \int_0^t (J(s), E^\gamma(s) - E(s))_{L^2(\Omega)} + (J^\gamma(s), E(s))_{L^2(\Omega)} \, ds \right)
\]
\[+ \limsup_{\gamma \to \infty} \left( -2 \int_0^t (J^\gamma(s), E^\gamma(s))_{L^2(\Omega)} \, ds \right)
\]
\[= 2 \int_0^T \int_\Omega j_c(x) |E(x,t)| \, dx \, dt - \liminf_{\gamma \to \infty} \left( 2 \int_0^t (J^\gamma(s), E^\gamma(s))_{L^2(\Omega)} \, ds \right)
\]
\[\leq 0, \quad \forall t \in [0, T].
\]

Consequently, \((E^\gamma, H^\gamma)(t) \to (E, H)(t)\) strongly in \(X\) for all \(t \in [0, T]\). By this pointwise convergence together with (4.7), we may apply Lebesgue’s dominated convergence theorem to deduce the strong convergence
\[
(E^\gamma, H^\gamma) \to (E, H) \quad \text{strongly in } L^2((0,T), X) \text{ as } \gamma \to \infty,
\]
which completes the proof. 

Now, we have all the ingredients at hand to prove the weak convergence of the solution of \((P)\) towards the optimal solution \((E, H, \bar{u})\) of \((P)\) as \(\gamma \to \infty\).

**Theorem 4.11.** Let \(\{(E^\gamma, H^\gamma, \bar{u}^\gamma)\}_{\gamma > 0} \subset C([0,T], D(A)) \cap C^1([0,T], X) \times H^2((0,T), H(\text{div}=0))\) denote a sequence of optimal solutions of \((P)\). Then,
\[
(E^\gamma, H^\gamma) \to (E, H) \quad \text{weakly in } L^2((0,T), D(A)) \cap H^1((0,T), X) \text{ as } \gamma \to \infty,
\]
\[
\bar{u}^\gamma \to \bar{u} \quad \text{weakly in } H^2((0,T), H(\text{div}=0)) \text{ as } \gamma \to \infty.
\]
Proof. The assertion follows from Lemma 4.9 and Lemma 4.10. For every \( \gamma > 0 \), let \( (E_\gamma^\gamma, H_\gamma^\gamma) \in C([0,T], D(A)) \cap C^1([0,T], X) \) denote the solution of (4.1) associated with \( \gamma \). Lemma 4.10 implies that

\[
(E_\gamma^\gamma, H_\gamma^\gamma) \to (E, H) \quad \text{strongly in } L^2((0,T), X) \quad \text{as } \gamma \to \infty.
\]

Furthermore, since \( (E_\gamma^\gamma, H_\gamma^\gamma, u) \) is feasible for \( (P_\gamma^\gamma) \) for every \( \gamma > 0 \), we deduce that

\[
J(E_\gamma^\gamma, H_\gamma^\gamma, u_\gamma^\gamma) + \frac{1}{2}\|\bar{u} - u_\gamma^\gamma\|^2_{H^2((0,T),L^2(\Omega))} \leq J(E_\gamma^\gamma, H_\gamma^\gamma, u), \quad \forall \gamma > 0.
\]

Thus, there exists a subsequence of \( \{u_\gamma^\gamma\}_{\gamma>0} \), which we denote by \( \{u_\gamma^\gamma\}_{n=1}^\infty \) (with \( \gamma_n \to \infty \) as \( n \to \infty \)), such that

\[
u_\gamma^\gamma \to \bar{u} \quad \text{weakly in } H^2((0,T), H(\text{div}=0)) \quad \text{as } n \to \infty,
\]

for some \( \bar{u} \in H^2((0,T), H(\text{div}=0)) \). Now, Lemma 4.9 implies

\[
(E_\gamma^\gamma, H_\gamma^\gamma, u_\gamma^\gamma) \to (E, H, u) \quad \text{weakly in } L^2((0,T), D(A)) \cap H^1((0,T), X)
\]

with \( (E, H, u) \in F_{\text{feas}} \) (see Definition 3.3 on p. 9 for the feasible set \( F_{\text{feas}} \)). The functional \( F : L^2((0,T), X) \times H^2((0,T), L^2(\Omega)) \to \mathbb{R} \),

\[
F(E, H, u) := J(E, H, u) + \frac{1}{2}\|u - \bar{u}\|^2_{H^2((0,T),L^2(\Omega))}
\]

is convex and continuous, and hence it is sequentially weakly lower semicontinuous. Then, applying (4.28), (4.30) and (4.31) to (4.29), we obtain

\[
J(E, H, u) + \frac{1}{2}\|\bar{u} - u\|^2_{H^2((0,T),L^2(\Omega))} \leq J(E, H, u) \leq J(E, H, u).
\]

Thus, since \( (E, H, u) \in F_{\text{feas}} \) and \( (E, H, u) \) is an optimal solution of \( (P) \), it follows that

\[
J(E, H, u) + \frac{1}{2}\|\bar{u} - u\|^2_{H^2((0,T),L^2(\Omega))} \leq J(E, H, u) \leq J(E, H, u),
\]

and consequently \( \bar{u} = u \) and \( \tilde{E}, \tilde{H} = (E, H) \). Since the weak limit is independent of the subsequence \( \{(E_\gamma^\gamma, H_\gamma^\gamma, u_\gamma^\gamma)\}_{n=1}^\infty \), classical arguments imply that the weak convergence (4.30)-(4.31) is satisfied for the whole sequence \( \{(E_\gamma^\gamma, H_\gamma^\gamma, u_\gamma^\gamma)\}_{\gamma>0} \). \( \Box \)

4.2. Optimality System for \( (P_\gamma^\gamma) \). In the following, let \( \gamma > 0 \) be arbitrarily fixed. We denote by

\[G_\gamma : L^1((0,T), L^2(\Omega)) \to C([0,T], X), \quad u \mapsto (E, H),\]

the mild solution operator associated with (4.1). In other words, for every \( u \in L^1((0,T), L^2(\Omega)) \), \( G_\gamma(u) = (E, H) \in C([0,T], X) \) is given by the unique solution of the integral equation

\[
(E, H)(t) = T_t(E_0, H_0) + \int_0^t T_{t-s}(\gamma^{-1}(u(s) - \varphi^\gamma(\cdot, E(s))), 0) \, ds, \quad \forall t \in [0,T].
\]
See (4.2) for the definition of the function \( \varphi^\gamma : \Omega \times \mathbb{R}^3 \to \mathbb{R}^3 \).

**Lemma 4.12.** For all \( u_1, u_2 \in L^1((0, T), L^2(\Omega)) \), it holds that

\[
\|G_{\gamma}(u_1) - G_{\gamma}(u_2)\|_{C([0,T], X)} \leq 2 \xi^{-1/2}\|u_1 - u_2\|_{L^1((0,T), L^2(\Omega))}.
\]

In other words, \( G_{\gamma} : L^1((0, T), L^2(\Omega)) \to C([0,T], X) \) is Lipschitz-continuous with the Lipschitz constant \( L = 2 \xi^{-1/2} \), independent of \( \gamma \).

**Proof.** Let \( u_1, u_2 \in L^1((0, T), L^2(\Omega)) \) and we set \((E_1, H_1) = G_{\gamma}(u_1) \) and \((E_2, H_2) = G_{\gamma}(u_2) \). By definition, we have

\[
(E_1 - E_2, H_1 - H_2)(t) = \int_0^t T_{1-s}(e^{-1}(u_1(s) - u_2(s) - \varphi^\gamma(\cdot, E_1(s)) + \varphi^\gamma(\cdot, E_2(s))))ds, \quad \forall t \in [0, T].
\]

Then, the energy balance equality (Lemma 2.6) implies

\[
\|(E_1 - E_2, H_1 - H_2)(t)\|_X^2 = 2 \int_0^t \|(u_1(s) - u_2(s), E_1(s) - E_2(s))\|_{L^2(\Omega)}^2 d s - (\varphi^\gamma(\cdot, E_1(s)) - \varphi^\gamma(\cdot, E_2(s))), E_1(s) - E_2(s))_X ds, \quad \forall t \in [0, T].
\]

Since \((\varphi^\gamma(\cdot, y) - \varphi^\gamma(\cdot, v), y - v)_X \geq 0 \) holds for all \( y, v \in L^2(\Omega) \), we obtain that

\[
\|(E_1 - E_2, H_1 - H_2)(t)\|_X^2 \leq 2\|E_1 - E_2\|_{C([0,T], L^2(\Omega))}\int_0^t \|u_1(s) - u_2(s)\|_{L^2(\Omega)} ds \\
\leq 2 \xi^{-1/2}\|E_1 - E_2\|_{C([0,T], L^2(\Omega))}\|u_1 - u_2\|_{L^1((0,T), L^2(\Omega))} \\
\leq 2 \xi^{-1/2}\|(E_1 - E_2, H_1 - H_2)\|_{C([0,T], X)}\|u_1 - u_2\|_{L^1((0,T), L^2(\Omega)), \quad \forall t \in [0, T],
\]

from which the assertion follows.

Next, we consider \( G_{\gamma} \) as an operator from \( L^2((0, T), L^2(\Omega)) \) to \( L^2((0, T), X) \):

\[
S_{\gamma} : L^2((0, T), L^2(\Omega)) \to L^2((0, T), X), \quad S_{\gamma} := iG_{\gamma},
\]

where \( i \) denotes the continuous injection \( C([0, T], X) \hookrightarrow L^2([0, T], X) \). Our goal is to establish the weak Gâteaux-differentiability of \( S_{\gamma} : L^2((0, T), L^2(\Omega)) \to L^2((0, T), X) \).

Let us note that, for almost all \( x \in \Omega \), the function \( \varphi^\gamma(x, \cdot) : \mathbb{R}^3 \to \mathbb{R}^3 \) is infinitely differentiable. We denote the corresponding Jacobian matrix by

\[
\nabla_y \varphi^\gamma : \Omega \times \mathbb{R}^3 \to \mathbb{R}^{3 \times 3}, \quad \nabla_y \varphi^\gamma(x, y) = \left( \frac{\partial \varphi^\gamma_i(x, y)}{\partial y_j} \right)_{1 \leq i, j \leq 3}.
\]

By straightforward computations,

\[
\nabla_y \varphi^\gamma(x, y) = \frac{j_i(x)}{(\gamma^2 + |y|^2)^2} \left( \begin{array}{ccc} \gamma^2 + y_1^2 + y_2^2 & -y_1 y_2 & -y_1 y_3 \\ -y_2 y_1 & \gamma^2 + y_2^2 + y_3^2 & -y_2 y_3 \\ -y_3 y_1 & -y_3 y_2 & \gamma^2 + y_3^2 + y_1^2 \end{array} \right)
\]

holds for all \( y \in \mathbb{R}^3 \) and almost all \( x \in \Omega \). Hence, for all \( y \in \mathbb{R}^3 \) and almost all \( x \in \Omega \), the Jacobian matrix \( \nabla_y \varphi^\gamma(x, y) \in \mathbb{R}^{3 \times 3} \) is symmetric and positive semidefinite:

\[
\xi^T \nabla_y \varphi^\gamma(x, y) \xi \geq 0 \quad \text{for all } \xi, y \in \mathbb{R}^3 \text{ and almost all } x \in \Omega.
\]
Furthermore, there exists a constant $c > 0$, depending only on $\gamma$ and $\beta$, such that

\begin{equation}
|\nabla_y \varphi^\gamma(x, y)|_2 \leq c \quad \text{for almost all } x \in \Omega \text{ and all } y \in \mathbb{R}^3,
\end{equation}

where $|\cdot|_2 : \mathbb{R}^{3 \times 3} \to \mathbb{R}$ denotes the spectral norm on $\mathbb{R}^{3 \times 3}$.

**Lemma 4.13.** The operator $S_{\gamma} : L^2((0, T), L^2(\Omega)) \to L^2((0, T), X)$ is weakly directionally differentiable. The weak directional derivative of $S_{\gamma}$ at $u \in L^2((0, T), L^2(\Omega))$ in the direction $\delta u \in L^2((0, T), L^2(\Omega))$ is given by $S_{\gamma}'(u) \delta u = (\delta E, \delta H)$, where $(\delta E, \delta H) \in C([0, T], X)$ satisfies the following integral equation

\begin{equation}
(\delta E, \delta H)(t) = \int_0^t T_{t-s} \left( \epsilon^{-1}(\delta u(s)) - \nabla_y \varphi^\gamma(s, E(s)) \right) ds, \quad \forall t \in [0, T],
\end{equation}

with $(E, H) = G_{\gamma}(u)$.

**Remark 4.14.** In view of \cite{3} (cf. Remark 4.2), $(\delta E, \delta H)$ satisfies the weak formulation for the linearized equations of (4.1):

\[
\begin{align*}
\frac{d}{dt} \int_{\Omega} \epsilon \delta E(t) \cdot v \, dx &- \int_{\Omega} \delta H(t) \cdot \text{curl} \, v \, dx + \int_{\Omega} \nabla_y \varphi^\gamma(\cdot, E(t)) \delta E(t) \cdot v \, dx \\
\frac{d}{dt} \int_{\Omega} \mu \delta H(t) \cdot w \, dx + \int_{\Omega} \delta E(t) \cdot \text{curl} \, w \, dx = 0,
\end{align*}
\]

for a.e. $t \in (0, T)$ and all $(v, w) \in H_0(\text{curl}) \times H(\text{curl})$.

$(E, H)(0) = (E_0, H_0)$.

**Proof.** Let $u, \delta u \in L^2((0, T), L^2(\Omega))$ and $(E, H) = G_{\gamma}(u)$. Further, for every $\tau \in \mathbb{R}^+$, we set $(E_{\tau}, H_{\tau}) = G_{\gamma}(u + \tau \delta u)$. By definition, we have that

\begin{equation}
\left( \frac{E_{\tau} - E}{\tau}, \frac{H_{\tau} - H}{\tau} \right)(t) = \int_0^t T_{t-s} \left( \epsilon^{-1} \left( \delta u(s) - \frac{\varphi^\gamma(\cdot, E_{\tau}(s)) - \varphi^\gamma(\cdot, E(s))}{\tau} \right), 0 \right) ds, \quad \forall t \in [0, T].
\end{equation}

Lemma 4.12 implies that $\left\{ \left( \frac{E_{\tau} - E}{\tau}, \frac{H_{\tau} - H}{\tau} \right) \right\}_{\tau > 0}$ is bounded in $L^2((0, T), X)$. For this reason, there exists a subsequence of $\left\{ \left( \frac{E_{\tau} - E}{\tau}, \frac{H_{\tau} - H}{\tau} \right) \right\}_{\tau > 0}$, which we denote w.l.o.g. again by the sequence itself, such that

\begin{equation}
\left( \frac{E_{\tau} - E}{\tau}, \frac{H_{\tau} - H}{\tau} \right) \rightharpoonup (\delta E, \delta H) \quad \text{weakly in } L^2((0, T), X) \text{ as } \tau \to 0,
\end{equation}

for some $(\delta E, \delta H) \in L^2((0, T), X)$. By the mean value theorem in integral form, it holds for almost all $(x, t) \in \Omega \times (0, T)$ that

\begin{equation}
\frac{\varphi^\gamma(x, E_{\tau}(x, t)) - \varphi^\gamma(x, E(x, t))}{\tau}
\end{equation}

\begin{equation}
= \left( \int_0^1 \nabla_y \varphi^\gamma(x, E(t, x) + \theta(1 - \tau)(E_{\tau}(x, t) - E(x, t)))d\theta \right) \frac{E_{\tau}(x, t) - E(x, t)}{\tau}
\end{equation}

\begin{equation}
= \nabla_y \varphi^\gamma(x, E(x, t)) \frac{E_{\tau}(x, t) - E(x, t)}{\tau} + R_{\tau}(x, t) \frac{E_{\tau}(x, t) - E(x, t)}{\tau},
\end{equation}
with $R_r(x, t) = \left( \int_0^t \nabla_y \varphi^\gamma(x, E(x, t) + \vartheta(E_r(x, t) - E(x, t))) \, d\vartheta - \nabla_y \varphi^\gamma(x, E(x, t)) \right)$.

By virtue of Lemma 4.12,

$$E_r \to E \quad \text{strongly in } C([0, T], L^2(\Omega)) \text{ as } \tau \to 0.$$  

For this reason and making use of the boundedness property (4.34), Lebesgue’s dominated convergence theorem implies for every $v \in L^2((0, T), L^2(\Omega))$ that

$$R_r v \to 0 \quad \text{strongly in } L^2((0, T), L^2(\Omega)) \text{ as } \tau \to 0.$$  

Now, according to (4.38), it holds for every $v \in L^2((0, T), L^2(\Omega))$ that

$$\int_0^T \int_\Omega \frac{\varphi^\gamma(x, E_r(x, t)) - \varphi^\gamma(x, E(x, t))}{\tau} \cdot v(x, t) \, dx \, dt =$$

$$= \int_0^T \int_\Omega \frac{E_r(x, t) - E(x, t)}{\tau} \cdot \nabla_y \varphi^\gamma(x, E(x, t)) \cdot v(x, t) + \frac{E_r(x, t) - E(x, t)}{\tau} \cdot R_r(x, t) v(x, t) \, dx \, dt,$$

since for all $y \in \mathbb{R}^3$ and almost all $x \in \Omega$ the Jacobian matrix $\nabla_y \varphi^\gamma(x, y) \in \mathbb{R}^{3 \times 3}$ is symmetric. Consequently, (4.37) and (4.39) imply

$$\int_0^T \int_\Omega \frac{\varphi^\gamma(x, E_r(x, t)) - \varphi^\gamma(x, E(x, t))}{\tau} \cdot v(x, t) \, dx \, dt$$

$$\to \int_0^T \int_\Omega \delta E(x, t) \cdot \nabla_y \varphi^\gamma(x, E(x, t)) \cdot v(x, t) \, dx \, dt \quad \text{as } \tau \to 0, \quad \forall v \in L^2((0, T), L^2(\Omega)).$$

In other words,

$$\frac{\varphi^\gamma(\cdot, E_r)}{\tau} - \frac{\varphi^\gamma(\cdot, E)}{\tau} \to \nabla_y \varphi^\gamma(\cdot, E) \delta E \quad \text{weakly in } L^2((0, T), L^2(\Omega)) \text{ as } \tau \to 0.$$  

This weak convergence applied to (4.36) yields that the weak limit $(\delta E, \delta H)$ of (4.37) satisfies

$$(\delta E, \delta H)(t) = \int_0^t T_{t-s} \left( \epsilon^{-1} (\delta u(s) - \nabla_y \varphi^\gamma(\cdot, E(s)) \delta E(s)), 0 \right) \, ds, \quad \forall t \in [0, T].$$  

Now, the assertion is true, if the integral equation (4.40) admits a unique solution. Suppose that $(\delta E, \delta H) \in C([0, T], X)$ is another solution of (4.40). Then,

$$(\delta E - \delta E, \delta H - \delta H)(t) = \int_0^t T_{t-s} \left( \epsilon^{-1} (-\nabla_y \varphi^\gamma(\cdot, E(s))(\delta E(s) - \delta E(s)), 0 \right) \, ds,$$

for all $t \in [0, T]$. Consequently, Lemma 2.6 and (4.33) imply

$$|| (\delta E - \delta E, \delta H - \delta H)(t) ||_X^2$$

$$= -2 \int_0^t \left( \nabla_y \varphi^\gamma(\cdot, E(s))(\delta E(s) - \delta E(s)), \delta E(s) - \delta E(s) \right)_{L^2(\Omega)} \, ds \leq 0, \quad \forall t \in [0, T].$$

This completes the proof.
Corollary 4.15. The operator $S_\gamma : L^2((0, T), L^2(\Omega)) \to L^2((0, T), X)$ is weakly Gâteaux-differentiable.

Proof. Let $u \in L^2((0, T), L^2(\Omega))$ and $(E, H) = G_\gamma(u)$. From (4.35), it is obvious that the mapping $S_\gamma'(u) : L^2((0, T), L^2(\Omega)) \to L^2((0, T), X)$ is linear. Let now $\delta u \in L^2((0, T), L^2(\Omega))$, and we set $S_\gamma'(u)\delta u = (\delta E, \delta H)$. The energy balance equality (Lemma 2.6) in (4.35) implies
\[
||\delta E, \delta H||_{L^2((0,T),X)}^2 = 2\int_0^t (\delta u(s), \delta E(s))_{L^2(\Omega)} - (\nabla_y \varphi^\gamma(\cdot, E(s))\delta E(s), \delta E(s))_{L^2(\Omega)} ds,
\]
for all $t \in [0, T]$. It follows therefore from (4.33) that
\[
||\delta E, \delta H||_{L^2((0,T),X)}^2 \leq 2\int_0^t (\delta u(s), \delta E(s))_{L^2(\Omega)} ds, \quad \forall t \in [0, T],
\]
and so there exists a constant $c > 0$, independent of $\delta u$ and $(\delta E, \delta H)$, such that
\[
||\delta E, \delta H||_{L^2((0,T),X)} \leq c||\delta u||_{L^2((0,T),L^2(\Omega))}.
\]

In view of Corollary 4.15, for every $u \in L^2((0, T), L^2(\Omega))$, the (Hilbert-) adjoint operator $S_\gamma^*(u) : L^2((0, T), X) \to L^2((0, T), L^2(\Omega))$ exists as a linear and bounded operator, which is defined by
\[
((e, h), S_\gamma^*(u)\delta u)_{L^2((0,T),X)} = (S_\gamma'(u)^* (e, h), \delta u)_{L^2((0,T),L^2(\Omega))},
\]
for all $\delta u \in L^2((0, T), L^2(\Omega))$ and all $(e, h) \in L^2((0, T), X)$. By standard arguments (see Appendix; cf. [21]), the adjoint operator $S_\gamma^*(u) : L^2((0, T), X) \to L^2((0, T), L^2(\Omega))$ satisfies
\[
((e, h), S_\gamma^*(u)^* (e, h)) = K,
\]
\[
((K, Q), t) = \int_t^T T_{t-s}(e(s) - e^{-1} \nabla_y \varphi^\gamma(\cdot, E(s))K(s), h(s)) ds, \quad \forall t \in [0, T],
\]
where $(E, H) = G_\gamma(u) \in C([0, T], X)$. Note that a classical contraction argument (cf. [16, Theorem 1.2, p. 184]) implies that the integral equation (4.41b) admits for every $(e, h) \in L^2((0, T), X)$ a unique solution $(K, Q) \in C([0, T], X)$.

Let us now introduce the objective functional $f_\gamma : H^2((0, T), L^2(\Omega)) \to \mathbb{R}$,
\[
f_\gamma(u) := \frac{1}{2} ||S_\gamma(u) - (E_d, H_d)||^2_{L^2((0, T), L^2(\Omega))} + \frac{\kappa}{2} ||u||^2_{H^2((0, T), L^2(\Omega))}
\]
\[
+ \frac{1}{2} ||u - \bar{u}||^2_{H^2((0, T), L^2(\Omega))}.
\]

We see that $(f_\gamma^*)$ can be equivalently expressed as the following optimization problem in Hilbert space:
\[
\min_{\gamma \in H^2((0, T), H(\text{div}=0))} \ f_\gamma(u).
\]

Corollary 4.16. For every $\gamma > 0$, the functional $f_\gamma : H^2((0, T), L^2(\Omega)) \to \mathbb{R}$ is Gâteaux-differentiable with the Gâteaux-derivative:
\[
f_\gamma'(u)\delta u = (S_\gamma(u) - (E_d, H_d), S_\gamma'(u)\delta u)_{L^2((0, T), L^2(\Omega))} + \frac{\kappa}{2} ||u||^2_{H^2((0, T), L^2(\Omega))}
\]
\[
+ (\kappa u - u - \bar{u}, \delta u)_{H^2((0, T), L^2(\Omega))},
\]
for all \( u, \delta u \in H^2((0, T), L^2(\Omega)) \).

Proof. By classical arguments, the assertion follows from Corollary 4.15.

Theorem 4.17. Let \( \gamma > 0 \) and \( (\overline{E}, \overline{H}, \overline{u}) \in C([0, T], D(A)) \cap C^1([0, T], X) \times H^2((0, T), H(\text{div}=0)) \) denote an optimal solution of (P). Then, there exists \( (\overline{K}, \overline{Q}) \in C([0, T], X) \) satisfying

\[
(\overline{K}, \overline{Q})(t) = \int_0^T \tau_{t-s} \left( \epsilon^{-1}(\overline{E}(s) - E_d(s)) - \nabla_y \varphi(\cdot, \overline{E}(s)) \overline{K}(s), \mu^{-1}(\overline{H}(s) - H_d(s)) \right) ds, \quad \forall t \in [0, T],
\]

\[
(\kappa \overline{u} + \overline{u} - \overline{u}, \delta u)_{H^2((0, T), L^2(\Omega))} = -(\overline{K}, \delta u)_{L^2((0, T), L^2(\Omega))}, \quad \forall \delta u \in H^2((0, T), H(\text{div}=0)).
\]

Proof. The necessary optimality condition for (P) reads as

\[
f'_\gamma(\overline{u}) \delta u = 0, \quad \forall \delta u \in H^2((0, T), H(\text{div}=0)),
\]

which is according to (4.43) equivalent to

\[
((\epsilon^{-1}(\overline{E}) - E_d, \mu^{-1}(\overline{H} - H_d)), S'_\gamma(\overline{u}) \delta u)_{L^2((0, T), X)}
\]

\[
+ (\kappa \overline{u} + \overline{u} - \overline{u}, \delta u)_{H^2((0, T), L^2(\Omega))} = 0, \quad \forall \delta u \in H^2((0, T), H(\text{div}=0)).
\]

Thus, by virtue of (4.41), we conclude that (4.44) is valid.

5. Optimality system for (P). A standard strategy to derive an optimality system for (P) would be based on the boundedness of the sequence

\[
\{ \nabla_y \varphi(\cdot, \overline{E}) \overline{K} \}_{\gamma > 0}
\]

in the dual space of some proper Hilbert space. This approach is well-known for the optimal control of elliptic variational inequalities (see e.g. [4]). In our case, however, the boundedness of (5.1) cannot be expected due to lack regularity properties in the (regularized) adjoint state \( (\overline{K}, \overline{Q}) \). Our strategy to derive an optimality system for (P) is based on the fact that the sequence \( \{(\overline{X}, \overline{\eta})\}_{\gamma > 0} \), defined by

\[
(\overline{X}, \overline{\eta})(t) := -\int_0^T \tau_{t-s} \left( \epsilon^{-1}(\overline{E}(s) - E_d(s)) - \nabla_y \varphi(\cdot, \overline{E}(s)) \overline{K}(s), 0 \right) ds, \quad \forall t \in [0, T],
\]

is bounded in \( C([0, T], X) \).

Lemma 5.1. For every \( \gamma > 0 \), let \( (\overline{E}, \overline{H}, \overline{u}) \in C([0, T], D(A)) \cap C^1([0, T], X) \times H^2((0, T), H(\text{div}=0)) \) denote an optimal solution of (P). Furthermore, for every \( \gamma > 0 \), let \( (\overline{K}, \overline{Q}), (\overline{X}, \overline{\eta}) \in C([0, T], X) \) be as in Theorem 4.17 and (5.2). Then, the sequences \( \{ (\overline{K}, \overline{Q}) \}_{\gamma > 0} \) and \( \{ (\overline{X}, \overline{\eta}) \}_{\gamma > 0} \) are bounded in \( C([0, T], X) \).

Proof. Applying the time-transformation \( \tau = T - t \) and \( \sigma = T - s \) in (4.44a) yields

\[
(\overline{K}, \overline{Q})(T - \tau) = -\int_0^\tau \tau_{\tau_{s-\tau}} \left( \epsilon^{-1}(\overline{E}(T - \sigma) - E_d(T - \sigma)) \right) d\sigma
\]

\[
- \nabla_y \varphi(\cdot, \overline{E}(T - \sigma)) \overline{K}(T - \sigma), \mu^{-1}(\overline{H}(T - \sigma) - H_d(T - \sigma)) \right) d\sigma
\]

is bounded in \( C([0, T], X) \).
since \( \{T_t\}_{t \in \mathbb{R}} \) is unitary. Then, the energy balance equality (Lemma 2.6) implies

\[
\begin{split}
\| (\mathcal{K}^\gamma, \mathcal{Q}^\gamma) & \|_{(T-\tau)}^2 \\
= & \ 2 \int_0^\tau (\mathbf{E}'(T-\sigma) - \mathbf{E}_d(T-\sigma) - \nabla_y \varphi^\gamma(\mathbf{E}', (T-\sigma)) \mathcal{K}^\gamma(T-\sigma), \mathcal{K}'^\gamma(T-\sigma))_{L^2(\Omega)} \\
& \quad + \| (\mathbf{H}'(T-\sigma) - \mathbf{H}_d(T-\sigma), \mathcal{Q}'(T-\sigma)) \|_{L^2(\Omega)} \, d\sigma \\
\leq & \ 2 \int_0^\tau (\mathbf{E}'(T-\sigma) - \mathbf{E}_d(T-\sigma), \mathcal{K}'(T-\sigma))_{L^2(\Omega)} \\
& \quad + \| (\mathbf{H}'(T-\sigma) - \mathbf{H}_d(T-\sigma), \mathcal{Q}'(T-\sigma)) \|_{L^2(\Omega)} \, d\sigma, \quad \forall \tau \in [0, T].
\end{split}
\]

It follows therefore from the boundedness of \( \{ (\mathbf{E}'^\gamma, \mathbf{H}'^\gamma) \}_{\gamma > 0} \subset C([0, T], D(A)) \cap C^1([0, T], X) \) (Lemma 4.7) that the sequence \( \{ (\mathcal{K}^\gamma, \mathcal{Q}^\gamma) \}_{\gamma > 0} \subset C([0, T], X) \) is bounded. Now, according to (4.44a) and (5.2), we have that

\[
(\mathcal{K}^\gamma, \mathcal{Q}^\gamma)(t) = \int_t^T T_{t-s} \left( \epsilon^{-1} (\mathbf{E}'(s) - \mathbf{E}_d(s)), \mu^{-1} (\mathbf{H}'(s) - \mathbf{H}_d(s)) \right) ds + (\mathbf{X}', \mathbf{n}')(t),
\]

for all \( t \in [0, T] \). Thus, in view of the boundedness of \( \{ (\mathbf{K}^\gamma, \mathbf{Q}^\gamma) \}_{\gamma > 0} \subset C([0, T], X) \) and Lemma 4.7, we come to the conclusion that \( \{ (\mathbf{X}', \mathbf{n}') \}_{\gamma > 0} \subset C([0, T], X) \) is bounded.

Note that the inequality derived in the above proof implies that

\[
\begin{align*}
\| (\mathbf{K}^\gamma, \mathbf{Q}^\gamma) \|_{L^\infty((0,T),X)} & \leq 2\varepsilon^{-1/2} \| \mathbf{E}' - \mathbf{E}_d \|_{L^1((0,T),L^2(\Omega))} \\
& \quad + 2\mu^{-1/2} \| \mathbf{H}' - \mathbf{H}_d \|_{L^1((0,T),L^2(\Omega))}, \quad \forall \gamma > 0.
\end{align*}
\]

Finally, making use of Theorem 4.11, Theorem 4.17 and Lemma 5.1, we are able to prove the following necessary optimality conditions for (P):

**Theorem 5.2.** Let \( (\mathbf{E}, \mathbf{H}, \mathbf{u}) \in \mathcal{F}_{\text{feas}} \) be an optimal solution of (P) according to Definition 3.3. Furthermore, let \( J \in L^2((0, T), L^2(\Omega)) \) denote the associated optimal current density. Then, there exist \( (\mathbf{K}, \mathbf{Q}), (\mathbf{X}, \mathbf{n}) \in L^\infty((0,T),X) \) such that

\[
\begin{align*}
(\mathbf{E}, \mathbf{H})(t) &= T_t (\mathbf{E}_0, \mathbf{H}_0) + \int_0^t T_{t-s} \left( \epsilon^{-1} (\mathbf{u}(s) - \mathbf{J}(s)), 0 \right) ds, \quad \forall t \in [0, T], \\
\mathbf{J}(x,t) &= j_c(x)|\mathbf{E}(x,t)|, \quad \text{for a.e. } (x,t) \in \Omega \times (0, T), \\
|\mathbf{J}(x,t)| & \leq j_c(x) \quad \text{for a.e. } (x,t) \in \Omega \times (0, T), \\
(\mathbf{K}, \mathbf{Q})(t) &= \int_t^T T_{t-s} \left( \epsilon^{-1} (\mathbf{E}(s) - \mathbf{E}_d(s)), \mu^{-1} (\mathbf{H}(s) - \mathbf{H}_d(s)) \right) ds + (\mathbf{X}, \mathbf{n})(t), \\
(\mathbf{u}, \delta \mathbf{u})_{H^2((0,T),L^2(\Omega))} &= -\kappa^{-1} (\mathbf{K}, \delta \mathbf{u})_{L^2((0,T),L^2(\Omega))}, \quad \forall \delta \mathbf{u} \in H^2((0,T), \mathbf{H}(\text{div}=0)), \\
\| (\mathbf{X}, \mathbf{n}) \|_{L^\infty((0,T),X)} & \leq \| (\epsilon^{-1} (\mathbf{E} - \mathbf{E}_d), \mu^{-1} (\mathbf{H} - \mathbf{H}_d)) \|_{L^1((0,T),X)} \\
& \quad + \| (\mathbf{K}, \mathbf{Q}) \|_{L^\infty((0,T),X)}, \\
\| (\mathbf{K}, \mathbf{Q}) \|_{L^\infty((0,T),X)} & \leq \sqrt{ST} \max\{\varepsilon^{-1/2}, \mu^{-1/2}\} \| (\mathbf{E} - \mathbf{E}_d) \|_{L^2((0,T),L^2(\Omega))} \\
& \quad + \| (\mathbf{H} - \mathbf{H}_d) \|_{L^2((0,T),L^2(\Omega))}^{1/2}.
\end{align*}
\]
Proof. By Lemma 5.1, there exist subsequences of \( \{(K', Q')\}_{\gamma > 0} \) and \( \{\bar{X}', \bar{\eta}'\}_{\gamma > 0} \), which we denote in the same way, such that

\[
\begin{align*}
(K', Q') &\to (K, Q) \quad \text{weakly star in } L^\infty((0, T), X) \text{ as } \gamma \to \infty, \\
(X', \eta') &\to (X, \eta) \quad \text{weakly star in } L^\infty((0, T), X) \text{ as } \gamma \to \infty,
\end{align*}
\]

for some \((K, Q), (X, \eta) \in L^\infty((0, T), X)\). On the other hand, according to (5.3), we have that

\[
(K', Q') = (\nu', \omega') + (X', \eta'),
\]

where

\[
(\nu', \omega')(t) := \int_t^T \mathbb{T}_{t-s}(\epsilon^{-1}(E'(s) - E_d(s)), \mu^{-1}(H'(s) - H_d(s))) ds, \quad \forall t \in [0, T].
\]

By virtue of Theorem 4.11, it holds that

\[
(\nu', \omega') \to (\nu, \omega) \quad \text{weakly in } L^2((0, T), X) \text{ as } \gamma \to \infty,
\]

with

\[
(\nu, \omega)(t) := \int_0^T \mathbb{T}_{t-s}(\epsilon^{-1}(E(s) - E_d(s)), \mu^{-1}(H(s) - H_d(s))) ds, \quad \forall t \in [0, T].
\]

In view of (5.5)-(5.8) along with (4.44) and Theorem 4.11, we obtain that

\[
(K, Q)(t) = \int_0^T \mathbb{T}_{t-s}(\epsilon^{-1}(E(s) - E_d(s)), \mu^{-1}(H(s) - H_d(s))) ds + (X, \eta)(t),
\]

for a.e. \( t \in (0, T) \), and

\[
(\nu, \delta u)_{H^2((0, T), L^2(\Omega))} = -\kappa^{-1}(K, \delta u)_{L^2((0, T), L^2(\Omega))}, \quad \forall \delta u \in H^2((0, T), H(\text{div}=0)).
\]

Since \( \{\mathbb{T}\}_{t \in \mathbb{R}} \) is unitary, the identity (5.9) immediately implies the following inequality:

\[
\|\bar{X}, \bar{\eta}\|_{L^\infty((0, T), X)} \leq \|\epsilon^{-1}(E - E_d), \mu^{-1}(H - H_d)\|_{L^1((0, T), X)} + \|(K, Q)\|_{L^\infty((0, T), X)}.
\]

Let us now prove the estimate for \( \|(K', Q')\|_{L^\infty((0, T), X)} \). To this aim, we apply Hölder’s inequality to (5.4) and obtain that

\[
\|(K', Q')\|_{L^\infty((0, T), X)} \leq 2 \max\{\epsilon^{-1}, \mu^{-1}\} T^{1/2}(\|E' - E_d\|_{L^2((0, T), L^2(\Omega)}) + \|H' - H_d\|_{L^2((0, T), L^2(\Omega))})
\]

Consequently, employing (4.42), it holds for every \( \gamma > 0 \) that

\[
\|(K', Q')\|_{L^\infty((0, T), X)} \leq 8 \max\{\epsilon^{-1}, \mu^{-1}\} T(\|E' - E_d\|_{L^2((0, T), L^2(\Omega)}) + \|H' - H_d\|_{L^2((0, T), L^2(\Omega))})
\]

\[
= 16 \max\{\epsilon^{-1}, \mu^{-1}\} T(f_\gamma(\nu')) - \frac{\kappa}{2}\|\nu'\|_{H^2((0, T), L^2(\Omega))}^2 - \frac{1}{2}\|\nu' - \nu\|_{H^2((0, T), L^2(\Omega))}^2
\]

\[
\leq 16 \max\{\epsilon^{-1}, \mu^{-1}\} T(f_\gamma(\nu) - \frac{\kappa}{2}\|\nu'\|_{H^2((0, T), L^2(\Omega))}^2 - \|\nu' - \nu\|_{H^2((0, T), L^2(\Omega))})
\]

\[
= 8 \max\{\epsilon^{-1}, \mu^{-1}\} T(\|S_\gamma(\nu) - (E_d, H_d)\|_{L^2((0, T), L^2(\Omega))}^2 + \kappa\|\nu'\|_{H^2((0, T), L^2(\Omega))}^2
\]

\[
- \kappa\|\nu' - \nu\|_{H^2((0, T), L^2(\Omega))}^2 - \|\nu' - \nu\|_{H^2((0, T), L^2(\Omega))})
\]

\[
:= I(\gamma),
\]
where the last inequality follows from the fact that $\mathbf{u}^* \gamma$ is an optimal control of $(P^\gamma)$.

Applying Lemma 4.10 and Theorem 4.11 to the above inequality, we deduce that

\[ \lim_{\gamma \to \infty} \inf \| (K^\gamma, Q^\gamma) \|_{L^\infty(0, T), X} \leq \lim_{\gamma \to \infty} \inf I(\gamma) \leq \lim_{\gamma \to \infty} \sup I(\gamma) \leq 8 \max \{ \xi^{-1}, \mu^{-1} \} T \| E - E_d \|_{L^2((0, T), L^2(\Omega))}^2 + \| H - H_d \|_{L^2((0, T), L^2(\Omega))}^2. \]

Thus, in view of (5.5), we come to the conclusion that

\[ \| (K, Q) \|_{L^\infty(0, T), X} \leq \lim_{\gamma \to \infty} \inf \| (K^\gamma, Q^\gamma) \|_{L^\infty(0, T), X} \]

\[ \leq T \sqrt{8T} \max \{ \xi^{-1/2}, \mu_{\gamma}^{-1/2} \} \| E - E_d \|_{L^2((0, T), L^2(\Omega))}^2 + \| H - H_d \|_{L^2((0, T), L^2(\Omega))}^2. \]

\[ \Box \]

**Appendix.** Let $(e, h) \in L^2((0, T), X)$ and $u, \delta u \in L^2((0, T), L^2(\Omega))$. We set $(\delta E, \delta H) = S^\gamma_1(u) \delta u$ and $(E, H) = G_\gamma(u)$. Employing the unitary structure of $\{ T_{t} \}_{t \in \mathbb{R}}$, we deduce that

\[ (e, h), (\delta E, \delta H) = \left( (e, h), (\delta E, \delta H) \right)_{L^2((0, T), X)} \]

\[ = \int_0^T \left( (e, h)(t), \int_0^T T_{t-s}(\varepsilon^{-1}(\delta u)(s) - \nabla_y \varphi^\gamma(\cdot, E(s)) \delta E(s)), 0 \right)_{X} \ dt \]

\[ = \int_0^T \int_0^T \left( T_{t-s}(e, h)(t), (\varepsilon^{-1}(\delta u)(s) - \nabla_y \varphi^\gamma(\cdot, E(s)) \delta E(s)), 0 \right)_{X} \ ds \ dt \]

\[ = \int_0^T \int_0^T \left( T_{s-t}(e, h)(t), (\varepsilon^{-1}(\delta u)(s) - \nabla_y \varphi^\gamma(\cdot, E(s)) \delta E(s)), 0 \right)_{X} \ ds \ dt \]

\[ = \int_0^T \left( \int_0^T T_{t-s}(e, h)(s) ds, (\varepsilon^{-1}(\delta u)(t) - \nabla_y \varphi^\gamma(\cdot, E(t)) \delta E(t)), 0 \right)_{X} \ dt \]

\[ \leq \int_0^T \int_0^T \left[ \left( (K, Q)(t), (\varepsilon^{-1}(\delta u)(t) - \nabla_y \varphi^\gamma(\cdot, E(t)) \delta E(t)), 0 \right)_{X} \right] \ dt \]

\[ = \int_0^T \left[ \left( (K, Q)(t), \delta u(t) \right)_{L^2(\Omega)} - \left( K(t), \nabla_y \varphi^\gamma(\cdot, E(t)) \delta E(t) \right)_{L^2(\Omega)} \right] \ dt \]

\[ = \int_0^T \left[ \left( (K, Q)(t), \delta u(t) \right)_{L^2(\Omega)} - \left( K(t), \nabla_y \varphi^\gamma(\cdot, E(t)) \delta E(t) \right)_{L^2(\Omega)} \right] \ dt \]

In conclusion, (4.41) is valid.
REFERENCES


